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## Chapter 1

## Introduction

### 1.1 Motivation

Particle simulations arises in many applications such as gravitational $N$-body problems, electrostatics, and molecular dynamics simulations. All of these problems involve a system of particles, each with a mass and a position, that interact according to a potential function. The motion of the particles is governed by Newton's equations of motion. Since the potential is typically non-linear and couples all of the particles, this system of ordinary differential equations cannot be solved analytically, except for a few special cases. Therefore the solution requires numerical simulation via time integration. Given an initial condition, time integration advances the system of particles forward in time with a discrete time step. Each integration step involves two parts: (1) first the force on each particle is computed using the gradient of the potential function; (2) then the positions of the particles are advanced forward one time step using the computed force. These two parts are repeated until the system arrives at the desired final time. Of the two, the force evaluation step is usually more expensive since the presence of long-range forces such as gravity or electrostatics requires an all-to-all computation i.e. each particle interacts with every other particle. For an $N$-particle system, the direct evaluation of the force is an $O\left(N^{2}\right)$ procedure which quickly becomes intractable for large systems. Two common approaches for improving the computational efficiency of the force evaluation, and hence particle
simulations, are computing the force less frequently and computing the force more efficiently.

One way to compute the force less often is to assign a larger time step to those components of the potential function that correspond to long-range forces which are expensive to evaluate. This idea of multiple-time-stepping (MTS) have been explored in detail by previous work such as [add list of citations]. In the context of particle simulations, a popular MTS scheme is r-RESPA [90, 38] where each pair of time steps is required to be in integer ratio. If the use of several time steps is desired, this condition limits the flexibility in the choice of time steps. A class of integrators that allows for the time steps to be in arbitrary ratio is asynchronous variational integrators (AVI) [59, 58, 57]. However the formulation and application of AVI in the cited work is restricted to finite-element simulations. In this dissertation, we will adapt AVI for particle simulations in order to remove the time step restriction of r-RESPA and show that AVI is indeed a generalization of r-RESPA. Although MTS schemes can be used to reduce the cost of particle simulations, there are potential drawbacks. One such example is the presence of instabilities whose manifestation is dependent on the choice of time steps [add list of citations]. Since r-RESPA is a special instance of AVI, we expect AVI to inherit the instabilities observed in the application of r-RESPA. To verify this, a thorough analysis of the stability of AVI is also provided in the thesis.

While using multiple time steps reduces the cost of force evaluations, this reduction is only by a constant factor i.e. the scaling is still $O\left(N^{2}\right)$ for long-range forces. Perhaps a more pragmatic approach is to develop better scaling methods for evaulating the force. Towards this end there are two main classes of methods, the particle mesh Ewald (PME) method and the fast multipole method (FMM). PME [add citations] is a grid-based $O(N \log N)$ method that utilizes fast Fourier transforms (FFTs) to compute $1 / r$ interactions (e.g. gravitation, electrostatics) for periodic systems. Despite being quite popular for molecular dynamics simulations, PME will not be discussed any further in this dissertation. On the other hand, the FMM [add citations] is a tree-based $O(N)$ method that uses analytical formulae to construct a low-rank approximation to represent far-field $1 / r$ interactions. Since the low-rank approximation
is dependent on the functional form of the kernel $1 / r$, a new FMM would need to be derived and implemented for other types of interactions. Therefore it would be convenient to have a black-box method that is applicable to a wide class of kernels and would simply require the user to provide a routine that evaluates the kernel. The construction of a black-box FMM comprises the next part of the dissertation.

Besides computational efficiency, improvements can also be made by introducing novel techniques that enable the use of particle simulations in a new application area. An example of such an area is the study of the mechanical properties of nanowires, a cylindrical crystalline structure whose size is on the nano-scale. In particular it is difficult to study the torsion and bending of nanowires experimentally due to their small size. Even if the nanowire can be clamped down and held in place for tests to be conducted, the end effects can adversely affect the data [add citations]. Another approach for this study is through numerical simulation. To remove the end effects, periodic boundary conditions (PBCs) can be used to simulate an infinitely long nanowire. However the current formulation of PBCs does not allow for the application of torque or a bend. In the final part of this dissertation, we will discuss how PBCs can be reformulated to handle torsion and bending and illustrate how this technique can be applied to the molecular dynamics simulations of silicon nanowires.

### 1.2 Outline of Dissertation

This dissertation consists of three parts: (1) multi-scale methods in time (2) multiscale methods in space and (3) application of particle simulations to study mechanical properties of nanowires.

For the work on multi-scale methods in time, we start in Chapter 2 with an introduction to time integrators from a variational perspective and review how to derive single-time-step integrators in this context. After discussing how the Trotter factorization can alternatively be used to construct single-time-step integrators, the process of building r-RESPA from this framework is summarized. We finish the chapter by detailing how AVI can be constructed for particle simulations. In Chapter 3
we investigate the stability of AVI in particle simulations. To start we focus on a twospring single mass system, a simple model which results from linearizing the potential function around an minimum energy configuration. Assuming that one spring is stiff while the other is soft, a different time step is selected for each spring and the stability of the time integration for various time steps is examined. A rigorous linear stability analysis is performed in addition to a host of empirical studies. Next the analysis is extended to a 2-D periodic harmonic lattice, a more complex model that better mimics the systems typically encountered in particle simulations. Finally we look into the differences in the stability of AVI in molecular dynamics versus finite element simulations. Due to the presence of resonances when large time steps are taken in molecular dynamics simulations, Chapter 4 explains how AVI can be extended for Langevin dynamics, a stochastic thermostat used for damping these instabilities. After showing how an analog of AVI in the Langevin setting is constructed, we finish with a numerical simulation of a peptide using the stochastic integrator.

We then shift our attention to multi-scale methods in space. In Chapter 5 a review of the classical FMM is provided. Namely we start by detailing how a low-rank approximation coupled with a proper spatial decomposition can be used to build a fast summation method. We conclude with a summary of the analytical formulae needed to achieve the $O(N)$ scaling of the FMM. Next in Chapter 6 a black-box approach is introduced that is applicable to a wide class of kernels, including the $1 / r$ kernel at the heart of the classical FMM. We start by showing how a low-rank approximation can be constructed using Chebyshev interpolation. This approximation can be viewed as a black box since it is independent of the functional form of the kernel. Pairing the low-rank approximation with the FMM machinery gives the black-box FMM (bbFMM). Next we discuss a strategy for accelerating the method through the use of the singular value decomposition to reduce the size of the matrix-vector products involved. Numerical results obtained from the application of the method to various kernels wrap up the chapter. A discussion on the application of bbFMM to periodic systems is provided in Chapter 7. After showing how to extend bbFMM to absolutely convergent periodic sums, we explain that some extra handling is needed for periodic sums with only conditional convergence. To close, numerical results illustrating this
procedure are given.
Finally in Chapter 8 we show how to formulate periodic boundary conditions for molecular dynamics simulations on the torsion and bending of silicon nanowires. This allows us to use simulations to investigate the mechanical failure of nanowires from torsion and bending without undesirable end effects. Derivations of the expressions for the virial torque and virial bending moment are provided. Such an expression gives the user a means of measuring the amount of torque (or bending moment) being applied to the nanowire under torsion (or bending) PBCs. Various failure phenomena are observed and presented at the end of the chapter.

## Chapter 2

## Variational Integrators

Symplectic integrators are usually adopted as the integrators of choice for simulation of systems of particles (bio-molecules, proteins, crystals, gravitational $N$-body problems, ...) and for some computational mechanics applications. One of the reasons behind this choice is their excellent long-time energy conservation properties, which can be traced back to the existence of a shadow Hamiltonian function almost exactly conserved by the numerical trajectory, see, e.g. [78, 8].

A powerful and flexible approach for deriving symplectic integrators stems from a discrete version of Hamilton's principle, which led to the development of variational integrators [ $87,61,66,58]$. In this approach the starting point consists in constructing a suitable approximation to the action integral, termed the action sum. The algorithm then follows by requesting the discrete trajectory to be a stationary point of the action sum. Any variational integrator is symplectic, and conversely. Additionally, variational integrators can be constructed to have other outstanding conservation properties by taking advantage of a discrete version of Noether's theorem [60, 66, 59], which guarantees that for each symmetry operation of the discrete action there exists a corresponding conserved quantity, as in the continuous-time case. These and other features of the theory of variational integrators have been thoroughly discussed in many earlier references (see previous references and [93, 65, 92, 70, 58, 66]); hence we shall skip further discussions herein.

Asynchronous variational integrators (AVI) are a class of variational integrators
distinguished by the trait of enabling the use of different time steps for different potential energy contributions to a mechanical system. Their formulation and use in the context of finite element (FE) discretizations in solids and some fluid mechanics simulations can be found in [59, 58, 57], and they essentially amount to considering a possibly-different time step for each element in the mesh. These algorithms share many features with other multiple time step methods in computational mechanics, commonly known as subcycling or element-by-element methods [73, 7, 7, 73, 47, 83, $22,20,19,35,34]$. In the context of particle simulations, in particular molecular dynamics, r-RESPA [90, 38] is perhaps the most widely known multiple time step method. Here different potential energy terms are integrated with time steps in integer ratios. In this chapter we will show how AVI can be formulated for particle simulations by generalizing r-RESPA to arbitrary time step ratios.

We begin by describing the variational principle in the continuous-time setting. We then extend this framework to the discrete case and show how variational integrators can be obtained. As an example this procedure will be demonstrated for the velocity Verlet (VV) integrator. Next we present an alternative approach to deriving the VV integrator by using the Trotter factorization and apply these ideas recursively to obtain r-RESPA. Finally we close by including the derivation of AVI from a discrete version of the variational principle and comment about its implementation. Although the algorithm is essentially identical to that introduced in [58], it is presented here in a framework better suited for particle simulations. The key difference is the definition of the positions for all the degrees of freedom at every potential update. This enables the construction of a single discrete Lagrangian between any two consecutive potential updates, as opposed to the discrete Lagrangians per element that naturally appear in the continuum mechanics setting of [58], but that do not have a natural analog in the ordinary differential equation case. By construction, it is then evident that AVI is symplectic. The AVI algorithm is presented in the non-staggered form which is commonly found in molecular dynamics integrators such as r-RESPA.

### 2.1 Continuous Variational Principle

The Lagrangian for a system of $N$ particles is given by the difference between the kinetic and potential energies:

$$
L(q, \dot{q})=\sum_{a=1}^{N} \frac{1}{2} m_{a}\left\|\dot{q}_{a}\right\|^{2}-V(q)
$$

where $m_{a}$ is the mass of particle $a, q_{a}$ is the position of particle $a, q=\left\{q_{a}\right\}$ is the collection of all particle positions, $\dot{q}_{a}$ is the velocity of particle $a$, and $V(q)$ is a given potential function. The action of an arbitrary trajectory $q(t)$ of the Lagrangian system is defined as the time integral of $L(q(t), \dot{q}(t))$ over the interval of interest $[0, T]$ :

$$
S[q(\cdot)]=\int_{0}^{T} L(q(t), \dot{q}(t)) d t
$$

Hamilton's variational principle states that the trajectory $q(t)$ followed by the particles is a stationary point of the action integral $S$ among all smooth trajectories with the same initial and end points, $q(0)$ and $q(T)$, respectively, i.e., $\delta S=0$ for any variation $\delta q(t)$ satisifying $\delta q(0)=0$ and $\delta q(T)=0$. Assuming that the trajectory $q(t)$ is a stationary point gives

$$
0=\delta S=\int_{0}^{T}\left(\frac{\partial L}{\partial q} \delta q+\frac{\partial L}{\partial \dot{q}} \delta \dot{q}\right) d t
$$

Using integration by parts and applying the boundary conditions $\delta q(0)=0$ and $\delta q(T)=0$ we have

$$
0=\left[\frac{\partial L}{\partial \dot{q}} \delta q\right]_{t=0}^{t=T}+\int_{0}^{T}\left(\frac{\partial L}{\partial q}-\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}}\right)\right) \delta q d t=\int_{0}^{T}\left(\frac{\partial L}{\partial q}-\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}}\right)\right) \delta q d t
$$

Since this result must hold for all variations $\delta q(t)$ we obtain the Euler-Lagrange equations for this variational principle:

$$
\frac{\partial L}{\partial q}=\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}}\right) .
$$

Substituting in the Lagrangian defined above we have

$$
-\frac{\partial V}{\partial q}=m \ddot{q}
$$

which is precisely Newton's equations of motion.

### 2.2 Discrete Variational Principle

Variational integrators are constructed by mimicking this variational structure in the discrete case. The essential idea is to approximate the action over a discrete trajectory and use a discrete variational principle to obtain the algorithm. More precisely, the time interval $[0, T]$ is partitioned into a sequence of times $\left\{t^{j}\right\}=\left\{t^{0}=0, \ldots, t^{M}=T\right\}$ with a time step $h$, and a discrete trajectory on this partition is a sequence of positions $\left\{q^{j}\right\}=\left\{q^{0}, \ldots, q^{M}\right\}$. The approximation of the action, the action sum, is constructed as

$$
S_{\mathrm{d}}\left[\left\{q^{j}\right\}\right]=\sum_{j=0}^{M-1} L_{\mathrm{d}}\left(q^{j}, q^{j+1}\right),
$$

where $L_{\mathrm{d}}(q, \tilde{q})$ is the discrete Lagrangian. The integrator follows by employing a discrete version of Hamilton's principle: the discrete trajectory renders $\delta S_{\mathrm{d}}=0$ for any variation $\delta q$ satisfying $\delta q^{0}=0$ and $\delta q^{M}=0$. The discrete Euler-Lagrange equations for this variational principle are

$$
\begin{equation*}
\frac{\partial}{\partial q} L_{\mathrm{d}}\left(q^{j}, q^{j+1}\right)+\frac{\partial}{\partial \tilde{q}} L_{\mathrm{d}}\left(q^{j-1}, q^{j}\right)=0 \tag{2.1}
\end{equation*}
$$

for $j=1, \ldots, M-1$, where $\partial L_{\mathrm{d}}(\cdot, \cdot) / \partial q$ and $\partial L_{\mathrm{d}}(\cdot, \cdot) / \partial \tilde{q}$ indicate the partial derivatives of $L_{\mathrm{d}}$ with respect to its first and second arguments, respectively. The discrete momenta $\left\{p^{j}\right\}$ are generally defined, via a discrete Legendre transform, to be

$$
\begin{equation*}
p^{j}=\frac{\partial}{\partial \tilde{q}} L_{\mathrm{d}}\left(q^{j-1}, q^{j}\right)=-\frac{\partial}{\partial q} L_{\mathrm{d}}\left(q^{j}, q^{j+1}\right), \tag{2.2}
\end{equation*}
$$

where the second equality follows from the discrete Euler-Lagrange equations (2.1). Eq. (2.2) implicitly defines a symplectic map $\left(q^{j}, p^{j}\right) \mapsto\left(q^{j+1}, p^{j+1}\right)$, see e.g. [41], so
all variational integrators are symplectic. As a result, variational integrators conserve energy very well (no drift) over long time scales [76, 39]. This is a key property for molecular dynamics and other problems.

To illustrate the procedure for deriving variational integrators we will show that by approximating the action with a particular discrete Lagrangian, the velocity Verlet (VV) integrator can be obtained, as shown for example in [53]. We start by recalling the VV integrator for a system of $N$ particles with masses $m=\left(m_{1}, \ldots, m_{N}\right)$. Let the positions be given by Cartesian coordinates $x=\left(x_{1}, \ldots, x_{N}\right)$ with corresponding velocities $v=\dot{x}=\left(v_{1}, \ldots, v_{N}\right)$ and assume these particles interact according to a given potential function $V(x)$. Their trajectories $x(t)$ are governed by Newton's equations of motion $F=\mathbf{M} a$ where $F=-\nabla V(x)$, $\mathbf{M}$ is the diagonal matrix with the particle masses along the diagonal, and $a=\ddot{x}$. For this system the VV integrator is given by:

$$
\begin{align*}
v^{j+1 / 2} & =v^{j}+\frac{h}{2} \mathbf{M}^{-1} F^{j}  \tag{2.3a}\\
x^{j+1} & =x^{j}+h v^{j+1 / 2}  \tag{2.3b}\\
v^{j+1} & =v^{j+1 / 2}+\frac{h}{2} \mathbf{M}^{-1} F^{j+1} \tag{2.3c}
\end{align*}
$$

where $h$ is the time step, $t^{j}=j h, x^{j}=x\left(t^{j}\right), v^{j}=v\left(t^{j}\right)$, and $F^{j}=F\left(x^{j}\right)$, for any non-negative integer $j$. The VV integrator can also be written in a time-staggered form:

$$
\begin{aligned}
x^{j+1} & =x^{j}+h v^{j+1 / 2} \\
v^{j+3 / 2} & =v^{j+1 / 2}+h \mathbf{M}^{-1} F^{j+1} .
\end{aligned}
$$

Letting the discrete Lagrangian be the approximation of the action over a time interval of size $h$ obtained by replacing $\dot{q}$ with a finite difference and integrating the potential with the trapezoidal rule, we have

$$
\begin{equation*}
L_{\mathrm{d}}(q, \tilde{q})=h\left(\sum_{a=1}^{N} \frac{1}{2} m_{a}\left\|\frac{\tilde{q}_{a}-q_{a}}{h}\right\|^{2}-\frac{V(q)+V(\tilde{q})}{2}\right) . \tag{2.4}
\end{equation*}
$$

Plugging this discrete Lagrangian (2.4) into Eq. (2.2), the momenta are given by

$$
\begin{equation*}
p_{a}^{j}=m_{a}\left(\frac{q_{a}^{j}-q_{a}^{j-1}}{h}\right)-\frac{h}{2} \frac{\partial V}{\partial q_{a}}\left(q_{a}^{j}\right)=m_{a}\left(\frac{q_{a}^{j+1}-q_{a}^{j}}{h}\right)+\frac{h}{2} \frac{\partial V}{\partial q_{a}}\left(q_{a}^{j}\right) . \tag{2.5}
\end{equation*}
$$

From Eq. (2.5) and given $\left(q^{j}, p^{j}\right)$ :

$$
\begin{aligned}
p_{a}^{j}=m_{a}\left(\frac{q_{a}^{j+1}-q_{a}^{j}}{h}\right) & +\frac{h}{2} \frac{\partial V}{\partial q_{a}}\left(q_{a}^{j}\right) \Rightarrow q_{a}^{j+1}=q_{a}^{j}+\frac{h}{m_{a}}\left(p_{a}^{j}-\frac{h}{2} \frac{\partial V}{\partial q_{a}}\left(q_{a}^{j}\right)\right) \\
p_{a}^{j+1} & =m_{a}\left(\frac{q_{a}^{j+1}-q_{a}^{j}}{h}\right)-\frac{h}{2} \frac{\partial V}{\partial q_{a}}\left(q_{a}^{j+1}\right) .
\end{aligned}
$$

Eqs. (2.3a), (2.3b) and (2.3c) are recovered provided the velocities at half steps are defined as

$$
\dot{q}_{a}^{j+1 / 2}=\frac{q_{a}^{j+1}-q_{a}^{j}}{h}
$$

the positions $q$ and momenta $p$ are replaced by $x$ and $m v$ respectively, and the equations are rewritten in vector form.

### 2.3 Trotter Factorization

An alternative approach to deriving the VV integrator is by using the Trotter factorization of the classical Liouville propagator. We begin by defining the Liouville operator $\mathcal{L}$ for a Hamiltonian system with $N$ degrees of freedom in Cartesian coordinates as

$$
i \mathcal{L}=\sum_{a=1}^{N}\left(\dot{q}_{a} \frac{\partial}{\partial q_{a}}+\dot{p}_{a} \frac{\partial}{\partial p_{a}}\right)
$$

where $q_{a}$ and $p_{a}$ are the position and conjugate momentum, respectively, of the $a$ th degree of freedom in the system. The appearance of the imaginary number $i$ in the definition is just a notational artifact from quantum mechanics. Now letting $\Gamma=\left\{q_{a}, p_{a}\right\}$ be the phase space vector denoting the state of the system it can be easily shown that

$$
\dot{\Gamma}=i \mathcal{L} \Gamma
$$

The solution to this differential equation, given the initial state $\Gamma(0)$, can be expressed as

$$
\Gamma(t)=\exp (i \mathcal{L} t) \Gamma(0)=U(t) \Gamma(0)
$$

where

$$
U(t)=\exp (i \mathcal{L} t)
$$

is the classical Liouville propagator. However it is not obvious how to evaluate the action of $U(t)$ on the state vector $\Gamma(0)$. One approach is to decompose the Liouville operator into two parts:

$$
i \mathcal{L}=i \mathcal{L}_{1}+i \mathcal{L}_{2}
$$

where

$$
\begin{aligned}
i \mathcal{L}_{1} & =\sum_{a=1}^{N} \dot{p}_{a} \frac{\partial}{\partial p_{a}}=\sum_{a=1}^{N} F_{a}(q) \frac{\partial}{\partial p_{a}} \\
i \mathcal{L}_{2} & =\sum_{a=1}^{N} \dot{q}_{a} \frac{\partial}{\partial q_{a}}=\sum_{a=1}^{N} \frac{p_{a}}{m_{a}} \frac{\partial}{\partial q_{a}}
\end{aligned}
$$

with the second equality for each operator resulting from the application of Hamilton's equations of motion. As a result for any phase space function $f(\Gamma)$ we have

$$
i \mathcal{L}_{1} f=\sum_{a=1}^{N} F_{a}(q) \frac{\partial f}{\partial p_{a}} \text { and } i \mathcal{L}_{2} f=\sum_{b=1}^{N} \frac{p_{b}}{m_{b}} \frac{\partial f}{\partial q_{b}} .
$$

An important property of this splitting is that the composition of these two operators do not commute. To see this we start by computing the two compositions

$$
\begin{aligned}
\left(i \mathcal{L}_{1}\right)\left(i \mathcal{L}_{2}\right) f & =\left(i \mathcal{L}_{1}\right) \sum_{b=1}^{N} \frac{p_{b}}{m_{b}} \frac{\partial f}{\partial q_{b}} \\
& =\sum_{a=1}^{N} F_{a}(q) \frac{\partial}{\partial p_{a}} \sum_{b=1}^{N} \frac{p_{b}}{m_{b}} \frac{\partial f}{\partial q_{b}} \\
& =\sum_{a=1}^{N} \sum_{b=1}^{N}\left[\frac{1}{m_{b}} F_{a}(q) \frac{\partial p_{b}}{\partial p_{a}} \frac{\partial f}{\partial q_{b}}+\frac{p_{b}}{m_{b}} F_{a}(q) \frac{\partial^{2} f}{\partial p_{a} \partial q_{b}}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
\left(i \mathcal{L}_{2}\right)\left(i \mathcal{L}_{1}\right) f & =\left(i \mathcal{L}_{2}\right) \sum_{a=1}^{N} F_{a}(q) \frac{\partial f}{\partial p_{a}} \\
& =\sum_{b=1}^{N} \frac{p_{b}}{m_{b}} \frac{\partial}{\partial q_{b}} \sum_{a=1}^{N} F_{a}(q) \frac{\partial f}{\partial p_{a}} \\
& =\sum_{a=1}^{N} \sum_{b=1}^{N}\left[\frac{p_{b}}{m_{b}} \frac{\partial F_{a}(q)}{\partial q_{b}} \frac{\partial f}{\partial p_{a}}+\frac{p_{b}}{m_{b}} F_{a}(q) \frac{\partial^{2} f}{\partial p_{a} \partial q_{b}}\right] .
\end{aligned}
$$

Letting

$$
\left[i \mathcal{L}_{1}, i \mathcal{L}_{2}\right]=\left(i \mathcal{L}_{1}\right)\left(i \mathcal{L}_{2}\right)-\left(i \mathcal{L}_{2}\right)\left(i \mathcal{L}_{1}\right)
$$

denote the commutator between the operators $i \mathcal{L}_{1}$ and $i \mathcal{L}_{2}$, it is evident that $\left[i \mathcal{L}_{1}, i \mathcal{L}_{2}\right] \neq$ 0 hence the two operators do not commute. A direct consequence is that the application of this splitting to the Liouville propagator $U(t)$ leads to only a first-order accurate propagator. This can be verified by comparing the corresponding Taylor series expansions of the propagators:

$$
\begin{aligned}
& U(t)=\exp \left(\left(i \mathcal{L}_{1}+i \mathcal{L}_{2}\right) t\right) \\
& =1+\left(i \mathcal{L}_{1}+i \mathcal{L}_{2}\right) t+\left(i \mathcal{L}_{1}+i \mathcal{L}_{2}\right)^{2} \frac{t^{2}}{2}+\cdots \\
& =1+\left(i \mathcal{L}_{1}+i \mathcal{L}_{2}\right) t+\frac{1}{2}\left[\left(i \mathcal{L}_{1}\right)^{2}+\left(i \mathcal{L}_{1}\right)\left(i \mathcal{L}_{2}\right)+\left(i \mathcal{L}_{2}\right)\left(i \mathcal{L}_{1}\right)+\left(i \mathcal{L}_{2}\right)^{2}\right] t^{2}+\cdots \\
& \exp \left(i \mathcal{L}_{1} t\right)=1+i \mathcal{L}_{1} t+\frac{1}{2}\left(i \mathcal{L}_{1}\right)^{2} t^{2}+\cdots \\
& \exp \left(i \mathcal{L}_{2} t\right)=1+i \mathcal{L}_{2} t+\frac{1}{2}\left(i \mathcal{L}_{2}\right)^{2} t^{2}+\cdots \\
& \exp \left(i \mathcal{L}_{1} t\right) \exp \left(i \mathcal{L}_{2} t\right)=1+\left(i \mathcal{L}_{1}+i \mathcal{L}_{2}\right) t+\frac{1}{2}\left[\left(i \mathcal{L}_{1}\right)^{2}+2\left(i \mathcal{L}_{1}\right)\left(i \mathcal{L}_{2}\right)+\left(i \mathcal{L}_{2}\right)^{2}\right] t^{2}+\cdots \\
& =U(t)+\left[i \mathcal{L}_{1}, i \mathcal{L}_{2}\right] t^{2}+\cdots \\
& \exp \left(i \mathcal{L}_{2} t\right) \exp \left(i \mathcal{L}_{1} t\right)=1+\left(i \mathcal{L}_{1}+i \mathcal{L}_{2}\right) t+\frac{1}{2}\left[\left(i \mathcal{L}_{1}\right)^{2}+2\left(i \mathcal{L}_{2}\right)\left(i \mathcal{L}_{1}\right)+\left(i \mathcal{L}_{2}\right)^{2}\right] t^{2}+\cdots \\
& =U(t)-\left[i \mathcal{L}_{1}, i \mathcal{L}_{2}\right] t^{2}+\cdots
\end{aligned}
$$

Due to the non-zero commutator, both $\exp \left(i \mathcal{L}_{1} t\right) \exp \left(i \mathcal{L}_{2} t\right)$ and $\exp \left(i \mathcal{L}_{2} t\right) \exp \left(i \mathcal{L}_{1} t\right)$ exhibit an error in the second-order term.

To derive a higher-order propagator from this formalism we first observe that the leading error terms of the two decompositions have opposite signs. Hence a reasonable choice would be to take a composition of the two:

$$
\begin{aligned}
G(t) & =\exp \left(i \mathcal{L}_{1}(t / 2)\right) \exp \left(i \mathcal{L}_{2}(t / 2)\right) \exp \left(i \mathcal{L}_{2}(t / 2)\right) \exp \left(i \mathcal{L}_{1}(t / 2)\right) \\
& =\exp \left(i \mathcal{L}_{1}(t / 2)\right) \exp \left(i \mathcal{L}_{2} t\right) \exp \left(i \mathcal{L}_{1}(t / 2)\right)
\end{aligned}
$$

where the last equality holds since $i \mathcal{L}_{2}$ commutes with itself. The error can once again be determined by performing a Taylor series expansion of the operators involved:

$$
\begin{aligned}
\exp \left(i \mathcal{L}_{1}(t / 2)\right) & =1+\frac{1}{2} i \mathcal{L}_{1} t+\frac{1}{8}\left(i \mathcal{L}_{1}\right)^{2} t^{2}+\cdots \\
\exp \left(i \mathcal{L}_{2} t\right) & =1+i \mathcal{L}_{2} t+\frac{1}{2}\left(i \mathcal{L}_{2}\right)^{2} t^{2}+\cdots
\end{aligned}
$$

Multiplying together these expansions and collecting like powers of $t$ gives:

$$
\begin{aligned}
& \exp \left(i \mathcal{L}_{1}(t / 2)\right) \exp \left(i \mathcal{L}_{2} t\right) \exp \left(i \mathcal{L}_{1}(t / 2)\right)=1+\left[\frac{1}{2} i \mathcal{L}_{1}+i \mathcal{L}_{2}+\frac{1}{2} i \mathcal{L}_{1}\right] t \\
& +\left[\frac{1}{8}\left(i \mathcal{L}_{1}\right)^{2}+\frac{1}{2}\left(i \mathcal{L}_{2}\right)^{2}+\frac{1}{8}\left(i \mathcal{L}_{1}\right)^{2}+\frac{1}{2}\left(i \mathcal{L}_{2}\right)\left(i \mathcal{L}_{1}\right)+\frac{1}{2}\left(i \mathcal{L}_{1}\right)\left(i \mathcal{L}_{2}\right)+\frac{1}{4}\left(i \mathcal{L}_{1}\right)^{2}\right] t^{2}+\cdots
\end{aligned}
$$

Simplifying the coefficients we have:

$$
\begin{aligned}
G(t) & =1+\left(i \mathcal{L}_{1}+i \mathcal{L}_{2}\right) t+\frac{1}{2}\left[\left(i \mathcal{L}_{1}\right)^{2}+\left(i \mathcal{L}_{1}\right)\left(i \mathcal{L}_{2}\right)+\left(i \mathcal{L}_{2}\right)\left(i \mathcal{L}_{1}\right)+\left(i \mathcal{L}_{2}\right)^{2}\right] t^{2}+\cdots \\
& =1+\left(i \mathcal{L}_{1}+i \mathcal{L}_{2}\right) t+\frac{1}{2}\left(i \mathcal{L}_{1}+i \mathcal{L}_{2}\right)^{2} t^{2}+\cdots \\
& =U(t)+O\left(t^{3}\right)
\end{aligned}
$$

Therefore $G(t)$ is a second-order accurate propagator. In addition since $G(t)$ is symmetric, it also preserves the time-reversibility of Hamiltonian dynamics, i.e. $G(-t)=$ $G(t)$.

To construct a time integrator from the propagator $G(t)$ we appeal to the Trotter
factorization [add citation]

$$
U(t)=\lim _{P \rightarrow \infty}[G(t / P)]^{P}
$$

Taking $P$ large then

$$
U(t) \approx[G(t / P)]^{P}
$$

which can be rewritten as follows by taking the $P$-th root on both sides:

$$
\exp (i \mathcal{L} t / P) \approx \exp \left(i \mathcal{L}_{1} t / 2 P\right) \exp \left(i \mathcal{L}_{2} t / P\right) \exp \left(i \mathcal{L}_{1} t / 2 P\right)
$$

Interpreting the small time interval $t / P$ as a single time step $h$ the Trotter factorization results in the following decomposition:

$$
\exp (i \mathcal{L} h) \approx \exp \left(i \mathcal{L}_{1}(h / 2)\right) \exp \left(i \mathcal{L}_{2} h\right) \exp \left(i \mathcal{L}_{1}(h / 2)\right)
$$

Hence the Trotter factorization gives rise to the second-order accurate integrator

$$
G(h)=\exp \left(i \mathcal{L}_{1}(h / 2)\right) \exp \left(i \mathcal{L}_{2} h\right) \exp \left(i \mathcal{L}_{1}(h / 2)\right)
$$

where $G(h)$ is a discrete propagator that advances the system forward by the time step $h$.

To obtain the VV integrator from the Trotter factorization recall that

$$
i \mathcal{L}_{1}=\sum_{a=1}^{N} F_{a}(q) \frac{\partial}{\partial p_{a}}, \quad i \mathcal{L}_{2}=\sum_{a=1}^{N} \frac{p_{a}}{m_{a}} \frac{\partial}{\partial q_{a}}
$$

Then the corresponding discrete propagator is

$$
G(h)=\exp \left[\frac{h}{2} \sum_{a=1}^{N} F_{a}(q) \frac{\partial}{\partial p_{a}}\right] \exp \left[h \sum_{a=1}^{N} \frac{p_{a}}{m_{a}} \frac{\partial}{\partial q_{a}}\right] \exp \left[\frac{h}{2} \sum_{a=1}^{N} F_{a}(q) \frac{\partial}{\partial p_{a}}\right] .
$$

To determine the action of each of these three operators on the state vector $\Gamma$ we
begin by observing that

$$
\left[\exp \left(c \frac{\partial}{\partial x}\right)\right] f(x)=f(x+c)
$$

where $c$ is independent of $x$. This result can be shown by expressing the left-hand side as a power series expansion

$$
\begin{aligned}
{\left[\exp \left(c \frac{\partial}{\partial x}\right)\right] f(x) } & =\left[1+\left(c \frac{\partial}{\partial x}\right)+\frac{1}{2}\left(c \frac{\partial}{\partial x}\right)^{2}+\cdots\right] f(x) \\
& =f(x)+c \frac{\partial}{\partial x} f(x)+\frac{1}{2} c^{2} \frac{\partial^{2}}{\partial x^{2}} f(x)+\cdots \\
& =\sum_{i=0}^{\infty} \frac{f^{(i)}(x)}{i!} c^{i}
\end{aligned}
$$

and recognizing that the final expression is simply the Taylor series expansion of $f(x+c)$ about $x$. If $f(x)$ is replaced by $g(y)$ where $y$ is independent of $x$ then

$$
\left[\exp \left(c \frac{\partial}{\partial x}\right)\right] g(y)=\left[1+\left(c \frac{\partial}{\partial x}\right)+\frac{1}{2}\left(c \frac{\partial}{\partial x}\right)^{2}+\cdots\right] g(y)=g(y)
$$

The application of $G(h)$ to the state at time $j h \Gamma(j h)=\left\{q_{a}^{j}, p_{a}^{j}\right\}$ can be broken down into three steps. First:

$$
\exp \left[\frac{h}{2} \sum_{a=1}^{N} F_{a}(q) \frac{\partial}{\partial p_{a}}\right]\left\{q_{a}^{j}, p_{a}^{j}\right\}=\left\{q_{a}^{j}, p_{a}^{j}+\frac{h}{2} F_{a}\left(q^{j}\right)\right\}
$$

Letting

$$
p_{a}^{j+1 / 2}=p_{a}^{j}+\frac{h}{2} F_{a}\left(q^{j}\right)
$$

the second step can then be expressed as:

$$
\exp \left[h \sum_{a=1}^{N} \frac{p_{a}}{m_{a}} \frac{\partial}{\partial q_{a}}\right]\left\{q_{a}^{j}, p_{a}^{j+1 / 2}\right\}=\left\{q_{a}^{j}+\frac{h}{m_{a}} p_{a}^{j+1 / 2}, p_{a}^{j+1 / 2}\right\} .
$$

Now defining

$$
q_{a}^{j+1}=q_{a}^{j}+\frac{h}{m_{a}} p_{a}^{j+1 / 2}
$$

the final step, similar to the first, gives:

$$
\exp \left[\frac{h}{2} \sum_{a=1}^{N} F_{a}(q) \frac{\partial}{\partial p_{a}}\right]\left\{q_{a}^{j+1}, p_{a}^{j+1 / 2}\right\}=\left\{q_{a}^{j+1}, p_{a}^{j+1 / 2}+\frac{h}{2} F_{a}\left(q^{j+1}\right)\right\} .
$$

In vector form the integrator can be summarized as

$$
\begin{aligned}
p^{j+1 / 2} & =p^{j}+\frac{h}{2} F^{j} \\
q^{j+1} & =q^{j}+h \mathbf{M}^{-1} p^{j+1 / 2} \\
p^{j+1} & =p^{j+1 / 2}+\frac{h}{2} F^{j+1} .
\end{aligned}
$$

Replacing the position vector $q$ with $x$ and the momentum vector $p$ with $\mathbf{M} v$, the VV integrator given by Eq. (2.3) is recovered.

### 2.4 Derivation of r-RESPA

In this section we will describe how the multiple time stepping method r-RESPA $[90,38]$ can be derived from the Trotter factorization, as shown in [90]. The Trotter factorization can be extended to systems whose potential $V(q)$ can be written as a sum of a fast-varying potential $V^{\text {fast }}(q)$ and a slow-varying potential $V^{\text {slow }}(q)$ as follows. Since $V^{\text {slow }}(q)$ is a smooth potential, we would like to integrate it less frequently by choosing a larger time step than that for $V^{\text {fast }}(q)$. To generate a multiple time stepping method we start with the following decomposition of the Liouville operator:

$$
i \mathcal{L}=i \mathcal{L}^{\text {slow }}+i \mathcal{L}^{\text {fast }}
$$

where

$$
\begin{aligned}
i \mathcal{L}^{\text {slow }} & =\sum_{a=1}^{N} F_{a}^{\text {slow }}(q) \frac{\partial}{\partial p_{a}} \\
i \mathcal{L}^{\text {fast }} & =\sum_{a=1}^{N} F_{a}^{\text {fast }}(q) \frac{\partial}{\partial p_{a}}+\sum_{a=1}^{N} \frac{p_{a}}{m_{a}} \frac{\partial}{\partial q_{a}}
\end{aligned}
$$

Noting that the operator $i \mathcal{L}^{\text {fast }}$ is the same as that for a single-potential system, the Trotter factorization can be applied to this propagator to give

$$
G^{\mathrm{fast}}(h)=\exp \left[\frac{h}{2} \sum_{a=1}^{N} F_{a}^{\mathrm{fast}}(q) \frac{\partial}{\partial p_{a}}\right] \exp \left[h \sum_{a=1}^{N} \frac{p_{a}}{m_{a}} \frac{\partial}{\partial q_{a}}\right] \exp \left[\frac{h}{2} \sum_{a=1}^{N} F_{a}^{\mathrm{fast}}(q) \frac{\partial}{\partial p_{a}}\right]
$$

where $h$ is the time step for $V^{\text {fast }}(q)$. Now observing that $i \mathcal{L}$ is itself a decomposition of two operators, the Trotter factorization can be used again to obtain a propagator for the entire two-potential system:

$$
G(\Delta t)=\exp \left[\frac{\Delta t}{2} \sum_{a=1}^{N} F_{a}^{\text {slow }}(q) \frac{\partial}{\partial p_{a}}\right] \exp \left(i \mathcal{L}^{\text {fast }} \Delta t\right) \exp \left[\frac{\Delta t}{2} \sum_{a=1}^{N} F_{a}^{\text {slow }}(q) \frac{\partial}{\partial p_{a}}\right]
$$

with $\Delta t$ corresponding to the time step for $V^{\text {slow }}(q)$. If $\Delta t$ is chosen to be an integer multiple of $h$, say $\Delta t=M h$, then we have

$$
\begin{aligned}
G(\Delta t) & =\exp \left[\frac{\Delta t}{2} \sum_{a=1}^{N} F_{a}^{\text {slow }}(q) \frac{\partial}{\partial p_{a}}\right] \exp \left(i \mathcal{L}^{\text {fast }} M h\right) \exp \left[\frac{\Delta t}{2} \sum_{a=1}^{N} F_{a}^{\text {slow }}(q) \frac{\partial}{\partial p_{a}}\right] \\
& =\exp \left[\frac{\Delta t}{2} \sum_{a=1}^{N} F_{a}^{\text {slow }}(q) \frac{\partial}{\partial p_{a}}\right]\left[\exp \left(i \mathcal{L}^{\text {fast }} h\right)\right]^{M} \exp \left[\frac{\Delta t}{2} \sum_{a=1}^{N} F_{a}^{\text {slow }}(q) \frac{\partial}{\partial p_{a}}\right] \\
& =\exp \left[\frac{\Delta t}{2} \sum_{a=1}^{N} F_{a}^{\text {slow }}(q) \frac{\partial}{\partial p_{a}}\right]\left[G^{\text {fast }}(h)\right]^{M} \exp \left[\frac{\Delta t}{2} \sum_{a=1}^{N} F_{a}^{\text {slow }}(q) \frac{\partial}{\partial p_{a}}\right]
\end{aligned}
$$

The integrator that results from this sequence of propagators is exactly r-RESPA for a system with two potentials [90]. By determining the action of each exponential in the factorization, Algorithm 1 is obtained.

```
Algorithm 1 r-RESPA for Two Potentials
    Input: \(x^{0} ; v^{0} ;\) time steps \(h\) and \(\Delta t=M h\)
    Output: \(\left(x^{\{i\}}, v^{\{i\}}\right)\), for all times \(t^{i}=i h\)
```


## Initialization

```
\(i=0\)
\(x=x^{0} ; v=v^{0}\)
Compute forces \(F^{\text {slow }}(x)\) and \(F^{\text {fast }}(x)\)
Integrate the system over the time interval \([0, T]\) where \(T=P \Delta t\)
for all \(p=1\) to \(P\) do \{Loop over slow time step \(\Delta t\}\)
for all \(a\) do \{Half-kick for slow potential\}
\(v_{a}=v_{a}+\frac{\Delta t}{2} \frac{F_{l}^{\text {slow }}}{m_{a}}\) end for
for all \(m=1\) to \(M\) do \(\{\) Loop over fast time step \(h\}\)
for all \(a\) do \{Half-kick for fast potential\}
\(v_{a}=v_{a}+\frac{h}{2} \frac{F_{a s t}^{\text {fast }}}{m_{a}}\)
end for
\(x=x+h v\{\) Drift \(\}\)
Compute \(F^{\text {fast }}(x)\)
for all \(a\) do \{Half-kick for fast potential \(\}\)
\(v_{a}=v_{a}+\frac{h}{2} \frac{F_{a}^{\text {fast }}}{m_{a}}\)
end for
\(i=i+1\);
\(x^{i}=x ; v^{i}=v\)
end for
Compute \(F^{\text {slow }}(x)\)
for all \(a\) do \{Half-kick for slow potential \(\}\)
\(v_{a}=v_{a}+\frac{\Delta t}{2} \frac{t_{a}^{\text {slow }}}{m_{a}}\)
end for
\(v^{i}=v\)
end for
```

The operator splitting presented in this section can be applied recursively to construct a multiple time step integrator for systems in which the potential $V(q)$ can written as a sum of $K$ potentials

$$
V(q)=\sum_{k=1}^{K} V_{k}(q)
$$

Here we assume that the potentials $V_{k}(q)$ become smoother as $k$ increases hence larger time steps can be chosen for larger $k$. By choosing all successive time step pairs to be in integer relation, this results in r-RESPA for a $K$-potential system. In the following section we will show that r-RESPA can be recovered from the variational framework by observing that it is a specific instance of AVI, namely when the time steps are chosen to be in integer ratios.

### 2.5 Derivation of AVI

We discuss next the derivation of AVI. The types of asynchronous discretizations discussed herein are applicable to situations in which the potential $V(q)$ can be written as the sum of $K$ potentials:

$$
V(q)=\sum_{k=1}^{K} V_{k}(q)
$$

In the context of finite-element discretizations of continuum mechanics equations this decomposition is naturally accomplished on an element-by-element basis, while in the context of molecular dynamics for large proteins it is often achieved by splitting the forces into strong, short-ranged ones and weak, long-ranged ones. In these situations it is possible to integrate each one of the potentials $V_{k}$ with a different time step, obtaining in this way a more efficient algorithm for a given desired accuracy.

The idea is then to assign to each potential $V_{k}$ a sequence of times $\left\{0=t_{k}^{0}<\right.$ $\left.\ldots<t_{k}^{M_{k}}=T\right\}$. Additionally, we construct the sequence of all times in the system $\left\{\theta^{0}<\theta^{1}<\ldots<\theta^{M}\right\}$ by lumping together all potential times in a strictly increasing sequence; see the example in Fig. 2.1. As before, the position of the system at time $\theta^{i}$


Figure 2.1: Example of a time discretization for AVI. In this case a split into two potential energy functions is adopted. The times for potential $V_{1}$ are $\left\{0, t_{1}^{1}, t_{1}^{2}, t_{1}^{3}, t_{1}^{4}\right\}$ and those of potential $V_{2}$ are $\left\{0, t_{2}^{1}, t_{2}^{2}, t_{2}^{3}, t_{2}^{4}\right\}$. The resulting set of all time steps in the system is $\left\{\theta^{0}=t_{1}^{0}=t_{2}^{0}, \theta^{1}=t_{1}^{1}, \theta^{2}=t_{2}^{1}, \theta^{3}=t_{1}^{2}=t_{2}^{2}, \theta^{4}=t_{1}^{3}, \theta^{5}=t_{2}^{3}, \theta^{6}=t_{1}^{4}=\right.$ $\left.t_{2}^{4}=T\right\}$.
is denoted by $q^{i}$, and a discrete trajectory is the sequence of positions $\left\{q^{0}, \ldots, q^{M}\right\}$. For each time $\theta^{i}$ we define the set $\mathcal{K}(i)$ as:

$$
\mathcal{K}(i)=\left\{k \mid \exists j, t_{k}^{j}=\theta^{i}\right\} .
$$

For each $k \in \mathcal{K}(i)$, we can define:

$$
h_{k}^{i+1 / 2} \stackrel{\text { def }}{=} t_{k}^{j+1}-t_{k}^{j} \text { and } h_{k}^{i-1 / 2} \stackrel{\text { def }}{=} t_{k}^{j}-t_{k}^{j-1}
$$

where $t_{k}^{j}=\theta^{i}$.
The discrete Lagrangian for AVI is:

$$
\begin{equation*}
L_{\mathrm{d}}(q, \tilde{q}, i)=\sum_{a=1}^{N} \frac{1}{2} m_{a} \Delta \theta\left\|\frac{\tilde{q}_{a}-q_{a}}{\Delta \theta}\right\|^{2}-\sum_{k \in \mathcal{K}(i)} \frac{h_{k}^{i+1 / 2}}{2} V_{k}(q)-\sum_{k \in \mathcal{K}(i+1)} \frac{h_{k}^{i+1 / 2}}{2} V_{k}(\tilde{q}), \tag{2.6}
\end{equation*}
$$

with $\Delta \theta=\theta^{i+1}-\theta^{i}$. The discrete action sum follows as

$$
S_{\mathrm{d}}=\sum_{i=0}^{M-1} L_{\mathrm{d}}\left(q^{i}, q^{i+1}, i\right)
$$



Figure 2.2: Graphical interpretation of the arguments of the discrete Lagrangian for AVI, Eq. (2.6), for a generic time interval $\left(\theta^{i}, \theta^{i+1}\right)$. The first term on the right-handside of Eq. (2.6) approximates the action stemming from the kinetic energy during $\left(\theta^{i}, \theta^{i+1}\right)$. In contrast, each one of the two remaining terms account for one half of the contribution of potentials at time $\theta^{i}$ and $\theta^{i+1}$.

A graphical interpretation of this discrete Lagrangian is shown in Fig. 2.2.
One of the noteworthy features of this presentation, in contrast to that in [58], is that the discrete Lagrangian is not a consistent approximation of the action during a time interval $\left(\theta^{i}, \theta^{i+1}\right)$, in the sense explained in [66]. Nonetheless, $S_{\mathrm{d}}$ is still a consistent approximation of the action over the whole trajectory during the time interval $[0, T]$. This is evident from rearranging the terms in the sum, namely,

$$
\begin{aligned}
& S_{\mathrm{d}}= \\
& \sum_{a=1}^{N} \sum_{i=0}^{M-1} \frac{1}{2} m_{a}\left(\theta^{i+1}-\theta^{i}\right)\left\|\frac{q_{a}^{i+1}-q_{a}^{i}}{\theta^{i+1}-\theta^{i}}\right\|^{2}-\sum_{k=1}^{K} \sum_{j=0}^{M_{k}-1}\left(t_{k}^{j+1}-t_{k}^{j}\right) \frac{V_{k}\left(q^{k, j+1}\right)+V_{k}\left(q^{k, j}\right)}{2},
\end{aligned}
$$

where $q^{k, j}$ is the position at time $t_{k}^{j}$. The discrete Euler-Lagrange equations take the form:

$$
\begin{equation*}
m_{a} \dot{q}_{a}^{i+1 / 2}-m_{a} \dot{q}_{a}^{i-1 / 2}=-\sum_{k \in \mathcal{K}(i)} \frac{h_{k}^{i-1 / 2}+h_{k}^{i+1 / 2}}{2} \frac{\partial V_{k}}{\partial q_{a}}\left(q^{i}\right) \tag{2.7}
\end{equation*}
$$

where

$$
\dot{q}_{a}^{i+1 / 2} \stackrel{\text { def }}{=} \frac{q_{a}^{i+1}-q_{a}^{i}}{\theta^{i+1}-\theta^{i}} .
$$

Eq. (2.2) defines the momenta $\left\{p^{0}, \ldots, p^{M}\right\}$, to wit

$$
p_{a}^{i}=m_{a} \dot{q}_{a}^{i-1 / 2}-\sum_{k \in \mathcal{K}(i)} \frac{h_{k}^{i-1 / 2}}{2} \frac{\partial V_{k}}{\partial q_{a}}\left(q^{i}\right)=m_{a} \dot{q}_{a}^{i+1 / 2}+\sum_{k \in \mathcal{K}(i)} \frac{h_{k}^{i+1 / 2}}{2} \frac{\partial V_{k}}{\partial q_{a}}\left(q^{i}\right) .
$$

This derivation of AVI and the method itself differ slightly from those provided in $[58,59]$. The first difference with $[58,59]$ is the precise definition of the map $\left(q^{i}, p^{i}\right) \mapsto\left(q^{i+1}, p^{i+1}\right)$, which was absent in the previous references. One key consequence is that it makes the symplectic nature of the asynchronous discretization evident: due to the two-point discrete Lagrangian in Eq. (2.6) and its associated definition of the momenta, the resulting map is symplectic. In contrast, in [58], it is shown that AVI is a multi-symplectic algorithm, which is a natural concept in the context of continuum mechanics, but that lacks a clear or traditional interpretation in the ordinary differential equations setting.

The second difference is the use of a trapezoidal rule to approximate the action integral within each elemental time step, as opposed to the rectangle rule adopted in $[58,59]$. A consequence of this choice is the appearance of the average of two consecutive time step sizes in the discrete Euler-Lagrange equations (2.7). This difference vanishes when the time step for each potential is constant.

Finally, by reverting to the $x$ and $v$ notation adopted at the beginning of the section AVI reads

$$
\begin{align*}
v_{a}^{i+1 / 2} & =v_{a}^{i}-\frac{1}{m_{a}} \sum_{k \in \mathcal{K}(i)} \frac{h_{k}^{i+1 / 2}}{2} \frac{\partial V_{k}}{\partial x_{a}}\left(x^{i}\right),  \tag{2.8a}\\
x^{i+1} & =x^{i}+\left(\theta^{i+1}-\theta^{i}\right) v^{i+1 / 2}  \tag{2.8b}\\
v_{a}^{i+1} & =v_{a}^{i+1 / 2}-\frac{1}{m_{a}} \sum_{k \in \mathcal{K}(i+1)} \frac{h_{k}^{i-1 / 2}}{2} \frac{\partial V_{k}}{\partial x_{a}}\left(x^{i+1}\right), \tag{2.8c}
\end{align*}
$$

which reduces to VV when all time steps are identical.
It can also be verified that AVI is a generalization of r-RESPA. To this end, it is enough to choose the time steps for each potential such that $h_{k+1} / h_{k}=r_{k}$ is an integer, for all $k \geq 1$. In that case, Eq. (2.8a)-(2.8c) can be implemented as shown
in Algorithm 3 in Appendix A.1. This algorithm is identical to r-RESPA.

### 2.6 Algorithm Implementation of AVI

Since each of the potentials $V_{k}$ has a different time step, a priority queue is used to determine the order in which the potentials are evaluated. The elements of this priority queue have the form $\left(t_{k}^{j}, k\right)$, where $t_{k}^{j}$ is the next time at which potential $V_{k}$ needs to be evaluated, with the elements sorted in ascending order with respect to $t_{k}^{j}$. In case of equality of $t_{k}^{j}$ for different $k \mathrm{~s}$, the ordering does not matter. As a result the element at the top gives the time of the next potential evaluation and the indices $j$ and $k$ corresponding to the time $t_{k}^{j}$. The AVI routine in Algorithm 2 below is a possible implementation, best tailored for problems with only a few different potentials with essentially all degrees of freedom as the arguments for each one of them. This is a typical situation encountered in the simulation of macromolecules with molecular dynamics. In contrast, a version of the algorithm better suited for finite-element-like simulations has already been introduced in [58]. In this latter case there are a large number of different potentials with only a few arguments each.

```
Algorithm 2 AVI Algorithm
    Input: \(\theta^{0} ; x^{0} ; v^{0} ;\) set of all potential times \(t_{\{k\}}^{\{j\}}\)
    Output: \(\left(\theta^{\{i\}}, x^{\{i\}}, v^{\{i\}}\right)\), for all \(i\)
```


## Initialization

```
\[
i=0
\]
\[
v=v^{0} ; x=x^{0} ; \theta^{\text {old }}=\theta^{0}
\]
\[
F^{1 / 2}=F^{-1 / 2}=0
\]
```


## for all $k$ do

```
Push \(\left(t_{k}^{0}, k\right)\) into the priority queue \(Q\)
\(M_{k}=\) size of array \(t_{k}^{\{j\}}\)
end for
```

Integrate the system over the time interval $[0, T]$
while priority queue is not empty do
Pop the top element $\left(t_{k}^{j}, k\right)$ from $Q$
$\theta^{\text {new }}=t_{k}^{j}$
if $\theta^{\text {new }}>\theta^{\text {old }}$ then
for all $a$ do \{Half-kick $\}$
$v_{a}=v_{a}+\frac{1}{2} \frac{F_{a}^{-1 / 2}}{m_{a}}$
end for
$x^{i}=x ; v^{i}=v ; \theta^{i}=\theta^{\text {old }}$
$i=i+1$
for all $a$ do \{Half-kick \}
$v_{a}=v_{a}+\frac{1}{2} \frac{F_{a}^{1 / 2}}{m_{a}}$
end for
$x=x+\left(\theta^{\text {new }}-\theta^{\text {old }}\right) v\{$ Drift $\}$
$F^{1 / 2}=F^{-1 / 2}=0$

## end if

$\theta^{\text {old }}=\theta^{\text {new }}$
if $j>0$ then
$F^{-1 / 2}=F^{-1 / 2}-\left(t_{k}^{j}-t_{k}^{j-1}\right) \nabla V_{k}(x)$
end if
if $j<M_{k}$ then
$F^{1 / 2}=F^{1 / 2}-\left(t_{k}^{j+1}-t_{k}^{j}\right) \nabla V_{k}(x)$
Push $\left(t_{k}^{j+1}, k\right)$ into the priority queue $Q$
end if
end while
for all $a$ do \{Half-kick $\}$
$v_{a}=v_{a}+\frac{1}{2} \frac{F_{a}^{-1 / 2}}{m_{a}}$
end for
$x^{i}=x ; v^{i}=v ; \theta^{i}=\theta^{\text {old }}$

## Chapter 3

## Stability of Variational Integrators

The adoption of multiple time step integrators can provide substantial computational savings for mechanical systems with multiple time scales. However, the scope of these savings may be limited by the range of allowable time step choices. In this chapter we analyze the linear stability of variational integrators. We perform a detailed analysis for the case of a one-dimensional particle moving under the action of a soft and a stiff quadratic potential, integrated with two time steps in rational ratios. In this case, we provide sufficient conditions for the stability of the method. These generalize to the fully asynchronous AVI case the results obtained for synchronous multiple time stepping schemes, such as r-RESPA, which show resonances when the larger time step is a multiple of the effective half-period of the stiff potential. Additionally, we numerically investigate the appearance of instabilities. Based on the experimental observations, we conjecture the existence of a dense set of unstable time steps when arbitrary rational ratios of time steps are considered. In this way, unstable schemes for arbitrarily small time steps can be obtained. However, the vast majority of these instabilities are extremely weak and do not present an obstacle to the use of these integrators. We then applied these results to analyze the stability of multiple time step integrators in the more complex mechanical systems arising in molecular dynamics and solid dynamics. We explained why strong resonances are ubiquitously found in the former, while rarely encountered in the latter.

### 3.1 Introduction

It has been long recognized that r-RESPA, whose formulation was described in Sec. 2.4, can display resonance instabilities, especially in the context of molecular dynamics simulations $[50,3,79,81,63,9]$. These resonances severely limit the relative size of the time steps. Several approaches have been proposed to reduce these instabilities. Schlick et al. [3, 4, 77] used Langevin dynamics along with extrapolative methods. An appropriate choice of the friction coefficient in the Langevin equation stabilizes the trajectories even with very large time steps. The isokinetic Nosé-Hoover chain RESPA proposed by Minary et al. [69] is another method that produces stable trajectories for large time steps. Mollified versions of r-RESPA such as MOLLY were developed by Izaguirre et al. [51]. MOLLY retains instabilities but they appear for larger values of the time steps (up to $50 \%$ greater). When the fast potentials are assumed to be quadratic, an elegant procedure, called the two-force method [40, 41], removes all resonances and captures the correct coupling between slow and fast forces (see also [43]). However, the extension of this scheme to situations with more than two time steps has not been reported so far.

Contrary to molecular dynamics, resonance instabilities have not hampered the use of multiple time step methods in computational solid mechanics. Stability analyses for several subcycling methods have been performed [46, 6, 21, 20, 19]. In particular, many interesting aspects of the stability of some subcycling methods have been highlighted in [20, 21]. Therein, it was posited that the reason behind the successful performance of multiple time step methods in solid dynamics is that the set of resonant time steps is very small. Consequently (within some reasonable stability considerations), it is unlikely in practice that resonant time steps will be chosen. Even though the algorithms analyzed therein are not symplectic, and hence essentially differ from AVI, we shall see that these same observations are valid for AVI.

The key distinctive feature of AVI over r-RESPA or many of the subcycling algorithms is that time steps in arbitrary ratios can be considered. This extra degree of freedom becomes very useful in FE simulations, since time steps can be made to vary smoothly throughout the mesh. In the molecular dynamics context, this freedom
enables the adoption of more general decompositions of the potential energy, each one with a characteristic time and length scale. In fact, as we shall discuss in subsequent sections, AVI generalizes r-RESPA to arbitrary (instead of integer) time step ratios.

The complex stability considerations found in previous multiple time step methods with integer time step ratios is enriched when rational time step ratios are considered. The description of these novel features and their analysis are one of the two main contributions in this chapter. The second key contribution is to utilize this analysis and some carefully crafted numerical experiments to explain the dichotomy in the behavior of AVI between molecular and solid dynamics simulations.

The key contributions found in this chapter are:

1. A linear stability analysis of AVI when two time steps $h_{1}$ and $h_{2}$ are used to integrate a one-degree of freedom harmonic oscillator whose potential energy has been split into a stiff and a soft part. We provide, in the form of Proposition 1, a bound on the trace of the amplification matrix for integrators in which $h_{2} / h_{1}$ is a rational number. As a corollary, a sufficient condition for the stability of the integrator follows. The resulting possible unstable time step combinations generalize those obtained for r-RESPA in $[3,77]$ for the same system.
2. A conjecture that the set of unstable time steps is dense and that arbitrary small unstable time steps exist. This conjecture is suggested by the theoretical analysis and numerical experiments. Systematic numerical tests in which all unstable time steps were obtained along lines of the form $h_{2}=(p / q) h_{1}(p$ and $q$ integers) strongly support this conjecture. Most of these resonances, however, are extremely weak and would require millions of time steps or more to be observed, so they have no practical implications.
3. A numerical study of the location of the strongest instabilities as a function of $h_{1}$ and $h_{2}$, again for a harmonic oscillator, which is similar to that presented in [32]. We propose a criterion to characterize the location of the strongest resonances, and verify its validity by predicting the location of the most important resonances in the $h_{1}-h_{2}$ plane.
4. We demonstrate, through numerical examples and some analysis, that the weak long-range forces often present in molecular dynamics are the key culprit for the stringent stability limitations of AVI. In the context of solid dynamics, the local coupling between elements leads to a weak coupling between stiff and soft regions when these vary smoothly in space. We show that as a consequence the set of time steps leading to unstable schemes is very small, explaining why these resonance instabilities that are pervasive in molecular dynamics are only seldom observed in FE simulations with AVI.

Perhaps surprisingly, most of the features in the molecular dynamics and solid mechanics examples can be simply understood with the analysis of the one-degree of freedom system. The integration of weak long-range forces with a large time step near an integer multiple of the half-period of one of the natural modes in the system leads to a resonance instability. This is manifested as an exponential growth of the amplitude of that mode. The width of the resonance for each mode, i.e. the range of time steps for which a resonance is encountered, decreases with the stiffness of the long-range forces. Consequently, the weaker the forces the more difficult it is to excite a resonant mode, and the slower the exponential growth is. In molecular dynamics, the fact that long-range forces interact with every single degree of freedom in the molecule leads to wide resonance intervals. Since in large molecular systems the set of natural frequencies is dense, it is almost certain that beyond a certain threshold one of these frequencies will satisfy the resonance condition. The same limitation is found in most other methods such as r-RESPA.

In contrast, in solid dynamics, soft elements integrated with large time steps also have the possibility of inducing a resonance in one or more of the high-frequency or stiff natural modes of the discrete structure. However, numerical examples and analytical considerations show that the amplitude of the stiff modes decays exponentially fast in a soft region; this leads to a very weak coupling between stiff and soft elements and to very narrow resonance intervals. These resonances are so difficult to encounter even when an explicit effort to find them is made, that they effectively have no practical implications, leading to a robust multiple time step integration algorithm. For the same reasons, it follows that it is safer to pick time steps which vary smoothly in
space, so that sudden transitions from stiff to soft materials do not induce resonant instabilities. This is consistent with the findings in [21] for other multiple time step integrators in solid dynamics.

In Section 3.2, the stability of r-RESPA discretizations for a harmonic oscillator is reviewed $[3,77]$, since it is essential for the subsequent analysis of the more complex AVI case in Section 3.3. Therein, the analysis proceeds by studying the stability behavior of AVI in the case of a harmonic oscillator formed by two springs, in which one is very soft relative to the other. The analysis reveals a sufficient condition for stability. We are not able to specify the behavior of the discretization when these conditions are not satisfied, but numerical experiments show that instabilities are systematically encountered in at least part of each connected time step interval in which these conditions are not met. A study of our conjecture that the set of unstable time steps is dense follows. In particular, we provide specific examples of extremely small time steps which lead to an exponential growth of the energy. The study of the location of the strongest resonances for the harmonic oscillator is also presented here. Section 3.4 contains the study of resonance instabilities for AVI in molecular dynamics and solid dynamics simulations. A summary is given in Section 3.5.

### 3.2 Stability of multi-step integrators

We begin by analyzing the stability of VV and r-RESPA. Similar analyses have been published elsewhere [77, 3]. However since we will show that the results for AVI extend this analysis, we briefly recall the main results regarding VV and r-RESPA (see e.g. [77, 3] for a similar analysis).

Consider a system of $n$ first-order ODEs:

$$
\dot{x}=\mathbf{A} x, \quad x(0)=x_{0} .
$$

Let $\mathbf{Q}$ be the propagation matrix representing the numerical integrator $x^{j+1}=\mathbf{Q} x^{j}$,
where $\left\{x^{0}, x^{1}, \ldots, x^{M}\right\}$ is a time discretization of $x(t)$. Then the integrator represented by $\mathbf{Q}$ is stable if and only if its eigenvalues $\lambda_{i}(\mathbf{A})$ satisfy

$$
\begin{equation*}
\left|\lambda_{i}\right| \leq 1 \tag{3.1}
\end{equation*}
$$

and are semi-simple ${ }^{1}$ when equal.
We should note that a linear stability analysis does not necessarily capture all possible instabilities. Non-linearities can play an important role in rendering linearly stable schemes unstable, as shown in [80].

We now focus on the propagation matrix $\mathbf{Q}_{\mathrm{VV}}$ for a 1-D harmonic oscillator

$$
\ddot{x}+\Lambda x=0, \quad x(0)=x_{0}, \quad \dot{x}(0)=v_{0}
$$

integrated with VV. The matrix $\mathbf{Q}_{\mathrm{VV}}$ acts on phase-space variables $x$ and $\dot{x}$. It is equal to:

$$
\mathrm{Q}_{\mathrm{VV}}=\left[\begin{array}{cc}
1-\frac{h^{2}}{2} \Lambda & h \\
-h \Lambda\left(1-\frac{h^{2}}{4} \Lambda\right) & 1-\frac{h^{2}}{2} \Lambda
\end{array}\right] .
$$

It can be shown that the eigenvalues of $\mathbf{Q}_{\mathrm{VV}}$ satisfy the stability condition if and only if

$$
\begin{equation*}
h<\frac{2}{\sqrt{\Lambda}} . \tag{3.2}
\end{equation*}
$$

The range of stable time steps can also be found by looking at the shadow Hamiltonian for the numerical integrator. Obtained from backward error analysis, the shadow Hamiltonian for a symplectic integrator is such that the trajectory it generates matches exactly the numerical integrator at each time step. Shadow Hamiltonians are presented and discussed in greater detail in [41, 56, 68, 42]. Here the shadow Hamiltonian will be constructed for $\mathbf{Q}_{\mathrm{VV}}^{2}$ instead of $\mathbf{Q}_{\mathrm{VV}}$. The reason is that $\mathbf{Q}_{\mathrm{VV}}$ may have negative eigenvalues in which case the shadow Hamiltonian is complex-valued. However by considering $\mathbf{Q}_{V V}^{2}$ the eigenvalues are always positive and the resulting shadow Hamiltonian is always real. The shadow Hamiltonian for the integrator with

[^0]propagator matrix $\mathbf{Q}_{V \mathrm{~V}}^{2}$ is
\[

\tilde{H}_{\mathrm{VV}}\left(q, p_{q}\right)= $$
\begin{cases}\left(\frac{p_{q}^{2}}{2 \gamma}+\frac{1}{2} \gamma \Lambda q^{2}\right) \frac{\cos ^{-1}\left(1-\frac{h^{2}}{2} \Lambda\right)}{h \sqrt{\Lambda}} & \text { if } h<2 / \sqrt{\Lambda} \\ -\frac{1}{2} p_{q}^{2} & \text { if } h=2 / \sqrt{\Lambda} \\ \left(-\frac{p_{q}^{2}}{2 \gamma}+\frac{1}{2} \gamma \Lambda q^{2}\right) \frac{\cosh ^{-1}\left(\frac{h^{2}}{2} \Lambda-1\right)}{h \sqrt{\Lambda}} & \text { if } h>2 / \sqrt{\Lambda}\end{cases}
$$
\]

where $p_{q}$ is the conjugate momentum of the spatial coordinate $q$ and

$$
\gamma=\sqrt{\left|1-\left(\frac{h}{2} \sqrt{\Lambda}\right)^{2}\right|}
$$

When $h<2 / \sqrt{\Lambda}$ the shadow Hamiltonian agrees with the result from [68]. Noticing that the level sets of $\tilde{H}_{\mathrm{VV}}$ are ellipses if $h<2 / \sqrt{\Lambda}$ we conclude that VV is stable in this regime. However if $h=2 / \sqrt{\Lambda}$ the level sets of $\tilde{H}_{\mathrm{VV}}$ are now lines whereas for $h>2 / \sqrt{\Lambda}$ the level sets are hyperbolas. In both cases these contours correspond to unstable trajectories. Therefore VV is unstable if $h \geq 2 / \sqrt{\Lambda}$.

To study the stability of multiple time step integrators, we start by examining the basic resonance mechanism for these integrators. Consider a 1-D harmonic oscillator with the splitting $\Lambda=\Lambda_{1}+\Lambda_{2}$ where $\Lambda_{1} \geq \Lambda_{2}>0$. Hereafter the spring with spring constant $\Lambda_{1}$ will be referred to as the stiff spring and $\Lambda_{2}$ as the soft spring. We consider then the case in which the stiff spring is integrated exactly. This results in a sinusoidal trajectory in time with constant energy as long as the soft spring is not accounted for. The time-integration scheme for the soft spring modifies this trajectory by imparting an impulse (or "kick") on the oscillator at time intervals of length $h_{2}$, which makes the momentum instantaneously jump to a new value. Between any two consecutive impulses, the trajectory is still sinusoidal in time with constant energy. If $h_{2}$ happens to be equal to an integer multiple of the half-period of the fast oscillator, then a resonance occurs, as clearly illustrated by the phase diagram in Fig. 3.1. In this case the initial conditions are $x=1$ and $\dot{x}=0$. The soft spring impulse is then always applied when $x=1, \dot{x} \leq 0$ or $x=-1, \dot{x} \geq 0$. In both cases, the sign of the force is such that it results in a net growth in speed, bringing the oscillator to
continue moving on a larger ellipse with increased energy. This leads to a resonant behavior. An analog behavior will be observed for values of $h_{2}$ that are close to but not exactly equal to half of the period of the stiff oscillator, as we shall see next.


Figure 3.1: Phase plane diagram of harmonic oscillator hit with a velocity impulse every half-period. The initial conditions are $x=1$ and $\dot{x}=0$. Notice that in this case the impulses result in a net energy growth, as evidenced by the radius of the circle representing the trajectory of the harmonic oscillator.

With this resonance mechanism in mind we now proceed to examine the effect of integrating the stiff spring with a discrete time step $h_{1}$. Consider the case in which $h_{2}=p h_{1}$ where $p$ is an integer. A single integration step of length $h_{2}$ can be decomposed as (see Eqs. (2.8)):

$$
\left[\begin{array}{l}
x^{j+1} \\
v^{j+1}
\end{array}\right]=\mathbf{V}_{\text {slow }}\left(\mathbf{Q}_{\text {fast }}\right)^{p} \mathbf{V}_{\text {slow }}\left[\begin{array}{l}
x^{j} \\
v^{j}
\end{array}\right] \stackrel{\text { def }}{=} \mathbf{Q}_{\mathbf{r}-\operatorname{RESPA}}\left[\begin{array}{l}
x^{j} \\
v^{j}
\end{array}\right]
$$

where

$$
\mathbf{V}_{\text {slow }}=\left[\begin{array}{cc}
1 & 0 \\
-\frac{h_{2}}{2} \Lambda_{2} & 1
\end{array}\right]
$$

and

$$
\mathbf{Q}_{\mathrm{fast}}=\left[\begin{array}{cc}
1-\frac{h_{1}^{2}}{2} \Lambda_{1} & h_{1} \\
-h_{1} \Lambda_{1}\left(1-\frac{h_{1}^{2}}{4} \Lambda_{1}\right) & 1-\frac{h_{1}^{2}}{2} \Lambda_{1}
\end{array}\right] .
$$

Since $\mathbf{Q}_{\text {r-RESPA }}$ is the product of matrices each with determinant 1, its determinant is
also 1. Therefore when $\left|\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{r} \text {-RESPA }}\right)\right|<2$, the two eigenvalues are distinct complex conjugates lying on the unit circle. Hence the integrator is stable.

When $\left|\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{r} \text {-RESPA }}\right)\right|=2$, the two eigenvalues of $\mathbf{Q}_{\mathrm{r} \text {-RESPA }}$ are identical, and equal to 1 or -1 . Since stability requires the eigenvalue to be semi-simple in that case, it follows that the algorithm is stable if and only if $\mathbf{Q}_{\mathrm{r} \text {-RESPA }}= \pm \mathbf{I}$, where $\mathbf{I}$ is the identity matrix. This leads to $h_{1}=h_{2}=0$. Hence, the case $\left|\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{r}-\mathrm{RESPA}}\right)\right|=2$ is always unstable.

Henceforth we shall assume that the stiff spring integrator is itself stable, i.e., that $h_{1}^{2} \Lambda_{1}<4$. The trace can then be expressed in terms of an invertible function $\theta:\left[0,2 / \sqrt{\Lambda}_{1}\right] \mapsto[0, \pi], \theta\left(h_{1}\right)$, such that:

$$
\begin{equation*}
\cos \theta=1-\frac{h_{1}^{2}}{2} \Lambda_{1}, \quad \sin \theta=h_{1} \sqrt{\Lambda_{1}\left(1-\frac{h_{1}^{2}}{4} \Lambda_{1}\right)} . \tag{3.3}
\end{equation*}
$$

Denote:

$$
\mathbf{G}=\left[\begin{array}{cc}
1 & 0 \\
0 & \sqrt{\Lambda_{1}\left(1-\frac{h_{1}^{2}}{4} \Lambda_{1}\right)}
\end{array}\right], \text { and } \mathbf{R}(\theta)=\left[\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right] .
$$

Then it can be shown that $\mathbf{Q}_{\text {fast }}=\mathbf{G R}(\theta) \mathbf{G}^{-1}$, and so:

$$
\begin{equation*}
\left(\mathbf{Q}_{\mathrm{fast}}\right)^{p}=\mathbf{G R}(p \theta) \mathbf{G}^{-1} \tag{3.4}
\end{equation*}
$$

since $\mathbf{R}(\theta)$ is the rotation matrix. In this formulation an effective angular frequency can be defined as $\omega_{\text {eff }}\left(h_{1}\right)=\theta / h_{1}$ so the effective period is given by $T_{\text {eff }}=2 \pi / \omega_{\text {eff }}=$ $2 \pi h_{1} / \theta$. Using this alternative form for $\mathbf{Q}_{\text {fast }}$ we find that

$$
\begin{equation*}
\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{r}-\mathrm{RESPA}}\right)=2[\cos (p \theta)-\alpha \sin (p \theta)] \tag{3.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha=\frac{h_{2} \Lambda_{2}}{2 \sqrt{\Lambda_{1}\left(1-\frac{h_{1}^{2}}{4} \Lambda_{1}\right)}} \tag{3.6}
\end{equation*}
$$

The stability condition $\left|\operatorname{Tr}\left(\mathbf{Q}_{\text {r-RESPA }}\right)\right|<2$ can also be gleaned from constructing
the shadow Hamiltonian. As noted before for VV, to construct a real-valued shadow Hamiltonian we will consider the integrator with propagator matrix $\mathbf{Q}_{\mathrm{r} \text {-RESPA. The }}^{2}$ shadow Hamiltonian for this integrator is

$$
\begin{aligned}
& \tilde{H}_{\mathrm{r}-\mathrm{RESPA}}\left(q, p_{q}\right)= \\
& \begin{cases}\left(\frac{p_{q}^{2}}{2 \gamma}+\frac{1}{2} \gamma \Lambda_{1} q^{2}\right) \frac{\cos ^{-1}\left(\frac{1}{2} \operatorname{Tr}\left(\mathbf{Q}_{\mathrm{r}-\mathrm{RESPA}}\right)\right)}{h_{2} \sqrt{\Lambda_{1}}} & \text { if }\left|\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{r}-\mathrm{RESPA}}\right)\right|<2 \\
s_{\operatorname{Tr}}\left[\frac{\sin (p \theta)}{2 p \sin \theta}\right] p_{q}^{2} & \text { if }\left|\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{r}-\mathrm{RESPA}}\right)\right|=2 \\
s_{\operatorname{Tr}}\left(\frac{p_{q}^{2}}{2 \gamma}-\frac{1}{2} \gamma \Lambda_{1} q^{2}\right) \frac{\cosh ^{-1}\left(\frac{1}{2}\left|\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{r}-\mathrm{RESPA}}\right)\right|\right)}{h_{2} \sqrt{\Lambda_{1}}} & \text { if }\left|\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{r}-\mathrm{RESPA}}\right)\right|>2\end{cases}
\end{aligned}
$$

where $p_{q}$ is the conjugate momentum of the spatial coordinate $q$ and

$$
\begin{aligned}
s_{\mathrm{Tr}} & =\operatorname{sgn}\left(\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{r}-\mathrm{RESPA}}\right)\right) \\
\gamma & =\frac{1}{\sin (p \theta)} \sqrt{1-\left(\frac{h_{1}}{2} \sqrt{\Lambda_{1}}\right)^{2}} \sqrt{\left|1-\left(\frac{1}{2} \operatorname{Tr}\left(\mathbf{Q}_{\mathrm{r}-\mathrm{RESPA}}\right)\right)^{2}\right|}
\end{aligned}
$$

Since the level sets of $\tilde{H}_{\text {r-RESPA }}$ are ellipses when $\left|\operatorname{Tr}\left(\mathbf{Q}_{\text {r-RESPA }}\right)\right|<2$ we conclude that r-RESPA is stable in this regime. However if $\left|\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{r} \text {-RESPA }}\right)\right|=2$ the level sets of $\tilde{H}_{\text {r-RESPA }}$ are now lines whereas for $\left|\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{r} \text {-RESPA }}\right)\right|>2$ the level sets are hyperbolas. In both cases these contours correspond to unstable trajectories. Therefore r-RESPA is unstable if $\left|\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{r} \text {-RESPA }}\right)\right| \geq 2$.

To determine what choice of time steps results in an unstable r-RESPA scheme, we start with the instability condition $\left|\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{r} \text {-ReSPA }}\right)\right| \geq 2$. This condition is satisfied when

$$
\left|\cos \left(\frac{2 \pi h_{2}}{T_{\text {eff }}}+\phi\right)\right| \geq \frac{1}{\sqrt{1+\alpha^{2}}}
$$

where

$$
\cos (\phi)=\frac{1}{\sqrt{1+\alpha^{2}}}, \quad \sin (\phi)=\frac{\alpha}{\sqrt{1+\alpha^{2}}}
$$

A few observations about these conditions are now appropriate. If $h_{2}=m T_{\text {eff }} / 2$ for some integer $m$, the algorithm is unstable, in agreement with the example discussed before. In fact, the instability appears for a range of values of $h_{2}$ near $m T_{\text {eff }} / 2$. Notably, these values always lie on only one side of $m T_{\text {eff }} / 2$; they are always slightly smaller. Any value slightly larger than $m T_{\text {eff }} / 2$ leads to stable schemes, albeit with energy oscillations of very large amplitude. Looking at Fig. 3.2(a) taking $h_{2}$ to be slightly smaller than $T_{\text {eff }} / 2$ gives an unstable scheme as shown by the diverging trajectory. On the other hand Fig. 3.2(b) shows that taking $h_{2}$ to be slightly larger than $T_{\text {eff }} / 2$ gives an ellipsoidal trajectory and hence the algorithm is stable. However the high degree of stretching in the ellipse means that the energy exhibits large oscillations as a function of time.


Figure 3.2: Phase plane diagrams for two choices of the time step $h_{2}$ near $T_{\text {eff }} / 2$ with the trajectories sampled every $h_{2}$ and denoted by the dots. The trajectory on the left alternates between the second and fourth quadrants. The arrows point in the direction of increasing time. Here $\Lambda_{1}=0.9, \Lambda_{2}=0.1$, and $T_{\text {eff }} / 2 \approx 3.3115$. Left: Taking the time step $h_{2}$ to be slightly smaller than $T_{\text {eff }} / 2\left(h_{2}=3.30\right)$ the energy of the system grows unbounded as shown by the trajectory diverging from the origin. Both branches of the trajectory are approaching the eigenvector of $\mathbf{Q}_{\mathrm{r} \text {-RESPA }}$ corresponding to the larger unstable eigenvalue (solid line). Right: Taking the time step $h_{2}$ to be slightly larger than $T_{\text {eff }} / 2\left(h_{2}=3.32\right)$ the resulting trajectory is a closed loop. As a result the scheme is stable however the stretched ellipse implies that the energy exhibits large oscillations.

Using the analysis developed thus far, the width and amplitude of these resonances can be determined. When $\alpha \ll 1$ and $h_{1} \sqrt{\Lambda_{1}} \ll 1$, the resonance width around $h_{2}=m T_{\text {eff }} / 2$, or interval length of resonant time steps $h_{2}$, is found to be proportional to the ratio $\Lambda_{2} / \Lambda_{1}^{3 / 2}$

$$
\begin{equation*}
l \approx \frac{T_{\mathrm{eff}}}{\pi} \alpha=\frac{h_{2} T_{\mathrm{eff}}}{2 \pi \sqrt{\Lambda_{1}\left(1-\frac{h_{1}^{2}}{4} \Lambda_{1}\right)}} \Lambda_{2} \approx m \pi \frac{\Lambda_{2}}{\Lambda_{1}^{3 / 2}} \tag{3.7}
\end{equation*}
$$

where the first approximation uses $\tan ^{-1}(x) \approx m \pi+x$ for $x$ small and the second assumes that for $h_{1}$ small $T_{\text {eff }} \approx 2 \pi / \sqrt{\Lambda_{1}}$. Therefore the resonance width decreases as the stiffness $\Lambda_{2}$ of the soft spring becomes softer relative to $\Lambda_{1}$. One implication of this is that resonances will persist even in the presence of a very soft spring but the probability of actually encountering them is low.

The resonance amplitude can be calculated by determining the magnitude of the largest eigenvalue. From the trace and determinant conditions the largest eigenvalue $r_{1}$ satisfies

$$
\left|r_{1}\right|=\frac{1}{2}\left[\left|\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{r}-\mathrm{RESPA}}\right)\right|+\sqrt{\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{r}-\text { RESPA }}\right)^{2}-4}\right] .
$$

The resonances occur for values of $h_{2}$ near integer multiples of $T_{\text {eff }} / 2$ :

$$
\frac{2 \pi h_{2}}{T_{\text {eff }}}=m \pi-\beta
$$

where $m$ is an integer and $0<\beta<2 \alpha+O\left(\alpha^{3}\right)$. Assuming once again that $\alpha$ is small and that $h_{1} \sqrt{\Lambda_{1}} \ll 1$, we obtain the following approximation for $\left|r_{1}\right|$ :

$$
\left|r_{1}\right| \approx 1+\beta \alpha-\frac{\beta^{2}}{2}+\sqrt{\frac{1}{3} \beta^{4}-\beta^{2}+\left(-\frac{4}{3} \beta^{3}+2 \beta\right) \alpha+\beta^{2} \alpha^{2}}
$$

The maximum of $\left|r_{1}\right|$ is achieved near $\beta=\alpha$. With this, we get the following estimate for an upper bound on $\left|r_{1}\right|$ :

$$
\begin{equation*}
\max _{\beta}\left|r_{1}\right| \approx 1+\alpha+\frac{1}{2} \alpha^{2} \approx 1+\frac{m \pi}{2} \frac{\Lambda_{2}}{\Lambda_{1}} \tag{3.8}
\end{equation*}
$$

where we have only accounted for the linear term in $\alpha$ for the last expression. The amplitude of the resonance also decreases as the $\Lambda_{2}$ spring becomes softer relative to $\Lambda_{1}$. Note that the resonance amplitude is not maximum at $h_{2}=m T_{\text {eff }} / 2$, but near:

$$
m \frac{T_{\mathrm{eff}}}{2}\left(1-\frac{1}{2} \frac{\Lambda_{2}}{\Lambda_{1}}\right)
$$

### 3.3 Stability of AVI

We now turn our attention to the stability of the AVI algorithm. For two time steps $h_{1}$ and $h_{2}$ a propagation matrix $\mathbf{Q}_{\text {AVI }}$ can only be defined if there exists a synchronization point for the time integration of the two springs. This is the case when $h_{2} / h_{1}$ is a rational number $p / q$, where $p$ and $q$ are coprime integers. The two potentials then become synchronous at time $t=q h_{2}=p h_{1}$. We will next prove a sufficient condition for the stability of the AVI algorithm, and numerically investigate the appearance of instabilities when the sufficient conditions are not satisfied.

Similarly to the study in Section 3.2, we need to calculate $\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{AVI}}\right)$. An exact equation for the trace can be found analytically for certain $p$ and $q$ (using a symbolic manipulation package for example). However, an equation valid for all $p$ and $q$ is obtained when a linearization in the variable $\Lambda_{2}$ is performed:

$$
\begin{equation*}
\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{AVI}}\right) \approx 2\left[\cos (p \theta)-\alpha_{q} \sin (p \theta)\right] \tag{3.9}
\end{equation*}
$$

where

$$
\alpha_{q}=\frac{h_{2} \Lambda_{2}\left(q-\frac{q^{2}-1}{q} \frac{h_{1}^{2}}{6} \Lambda_{1}\right)}{2 \sqrt{\Lambda_{1}\left(1-\frac{h_{1}^{2}}{4} \Lambda_{1}\right)}} .
$$

In fact, we provide an error bound for this approximation in the following proposition.

Proposition 1 Assume that the fast integrator is stable, namely, $h_{1}^{2} \Lambda_{1}<4$. If time steps $h_{1}<h_{2}$ satisfy that $h_{2} / h_{1}=p / q$, for some $p$ and $q$ coprime integers, then the
following inequality holds:

$$
\begin{equation*}
\left|\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{AVI}}\right)-2\left[\cos (p \theta)-\alpha_{q} \sin (p \theta)\right]\right|<\left(2 q \alpha_{1}\right)^{2}\left(1+2 \alpha_{1}^{2}+2 \alpha_{1} \sqrt{1+\alpha_{1}^{2}}\right)^{\frac{q-2}{2}} \tag{3.10}
\end{equation*}
$$

where $\theta=h_{1} \omega_{\text {eff }}$ is defined in equation (3.3).
Before proving this result, let's consider some of its implications. Notice first that the analysis in Section 3.2 (see Eqs. (3.5) and (3.6)) corresponds to the case $q=1$. In that case, the trace is exactly linear in $\Lambda_{2}$ and Eq. (3.9) is exact. Next, Eq. (3.10) provides a sufficient condition for stability, namely, the AVI algorithm is stable if

$$
\begin{equation*}
2\left|\cos (p \theta)-\alpha_{q} \sin (p \theta)\right|+\left(2 q \alpha_{1}\right)^{2}\left(1+2 \alpha_{1}^{2}+2 \alpha_{1} \sqrt{1+\alpha_{1}^{2}}\right)^{\frac{q-2}{2}}<2 \tag{3.11}
\end{equation*}
$$

To better illustrate when instabilities may be found, we write

$$
\cos (p \theta)-\alpha_{q} \sin (p \theta)=\sqrt{1+\alpha_{q}^{2}} \cos (p \theta+\phi)
$$

with

$$
\begin{equation*}
\cos \phi=1 / \sqrt{1+\alpha_{q}^{2}} \quad \text { and } \quad \sin \phi=\alpha_{q} / \sqrt{1+\alpha_{q}^{2}} \tag{3.12}
\end{equation*}
$$

from where it follows that

$$
\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{AVI}}\right) \approx 2 \sqrt{1+\alpha_{q}^{2}} \cos (p \theta+\phi)
$$

provided that the right-hand side in Eq. (3.10) is small enough. In these circumstances, a sufficient condition for the integrator to be stable is for $p \theta+\phi=q h_{2} w_{\text {eff }}+\phi$ to be sufficiently away from $m \pi$. This is more precisely stated in the following corollary:

Corollary 1 Assume that the fast integrator is stable, namely, $h_{1}^{2} \Lambda_{1}<4$. Then, for any $\varepsilon>0$ there exists $\eta>0$ such that if $|p \theta+\phi-m \pi|>\varepsilon$ for all $m \in \mathbb{Z}$ and
$q h_{2} \Lambda_{2} / \sqrt{\Lambda_{1}}<\eta$ then

$$
\left|\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{AVI}}\right)\right|<2
$$

and the AVI integrator is stable.
Proof. Observe first that the condition $|p \theta+\phi-m \pi|>\varepsilon$ for all $m \in \mathbb{Z}$ implies that $|\cos (p \theta+\phi)|<|\cos (\varepsilon)|$. Next, since $h_{1}^{2} \Lambda_{1}<4$, we have that $\alpha_{1}, \alpha_{q} \in \mathbb{R}$ and that $\alpha_{q}=O\left(q \alpha_{1}\right)$. Finally, notice that if $0<q h_{2} \Lambda_{2} / \sqrt{\Lambda_{1}}<\eta$ then

$$
\begin{equation*}
0<q \alpha_{1}<\frac{\eta}{2 \sqrt{1-\frac{h_{1}^{2}}{4} \Lambda_{1}}}<\hat{\eta}, \tag{3.13}
\end{equation*}
$$

and the right hand side of Eq. (3.10) satisfies

$$
\begin{align*}
\left(2 q \alpha_{1}\right)^{2}\left(1+2 \alpha_{1}^{2}+2 \alpha_{1} \sqrt{1+\alpha_{1}^{2}}\right)^{\frac{q-2}{2}} & <(2 \hat{\eta})^{2} \sup _{0 \leq \alpha_{1} \leq \hat{\eta}}\left(1+2 \alpha_{1}^{2}+2 \alpha_{1} \sqrt{1+\alpha_{1}^{2}}\right)^{\frac{\hat{\eta}}{2 \alpha_{1}}-1} \\
& <(2 \hat{\eta})^{2} \exp (\hat{\eta}) \tag{3.14}
\end{align*}
$$

It is then always possible to choose $\eta>0$ such that

$$
\begin{aligned}
\left|\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{AVI}}\right)\right| & <2|\cos (\varepsilon)| \sqrt{1+\alpha_{q}^{2}}+\left(2 q \alpha_{1}\right)^{2}\left(1+2 \alpha_{1}^{2}+2 \alpha_{1} \sqrt{1+\alpha_{1}^{2}}\right)^{\frac{q-2}{2}} \\
& <|2 \cos (\varepsilon)| \sqrt{1+\alpha_{q}^{2}}+(2 \hat{\eta})^{2} \exp (\hat{\eta}) \\
& <2
\end{aligned}
$$

This corollary generalizes the r-RESPA case $(q=1)$ for $q h_{2} \Lambda_{2} / \sqrt{\Lambda_{1}} \ll 1$, since in this case $\phi$ is also small and hence
the system is stable whenever $p h_{1}=q h_{2}$ is away from $m T_{\text {eff }} / 2$.

### 3.3.1 Proof of Proposition 1

We begin by constructing the propagation matrix $\mathbf{Q}_{\text {AVI }}$ over the time interval $t=0$ to $t=q h_{2}=p h_{1}$ as a composition of multiple elementary matrices. A simple expression of the resulting matrix product is in most cases difficult to obtain, so the key step in the proof is to perform a Taylor expansion for the trace of $\mathbf{Q}_{\mathrm{AVI}}$ in terms of $\Lambda_{2}$, which leads to several simplifications. To this end,

$$
\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{AVI}}\right)\left(\Lambda_{2}\right)=\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{AVI}}\right)(0)+\left.\Lambda_{2} \frac{d \operatorname{Tr}\left(\mathbf{Q}_{\mathrm{AVI}}\right)}{d \Lambda_{2}}\right|_{\Lambda_{2}=0}+\left.\frac{\Lambda_{2}^{2}}{2} \frac{d^{2} \operatorname{Tr}\left(\mathbf{Q}_{\mathrm{AVI}}\right)}{d \Lambda_{2}^{2}}\right|_{\Lambda_{2}^{*}}
$$

This is exact for some $0<\Lambda_{2}^{*}<\Lambda_{2}$. We will show that:

$$
\begin{align*}
& \operatorname{Tr}\left(\mathbf{Q}_{\mathrm{AVI}}\right)(0)+\left.\Lambda_{2} \frac{d \operatorname{Tr}\left(\mathbf{Q}_{\mathrm{AVI}}\right)}{d \Lambda_{2}}\right|_{\Lambda_{2}=0}=2\left(\cos (p \theta)-\alpha_{q} \sin (p \theta)\right)  \tag{3.15}\\
& \left.\left|\frac{\Lambda_{2}^{2}}{2} \frac{d^{2} \operatorname{Tr}\left(\mathbf{Q}_{\mathrm{AVI}}\right)}{d \Lambda_{2}^{2}}\right|_{\Lambda_{2}^{*}}\right|^{<}<\left(2 q \alpha_{1}\right)^{2}\left(1+2 \alpha_{1}^{2}+2 \alpha_{1} \sqrt{1+\alpha_{1}^{2}}\right)^{\frac{q-2}{2}} \tag{3.16}
\end{align*}
$$

These two equations prove our result.
We begin by defining a few matrices which are the building blocks of AVI:

$$
\begin{gathered}
\mathbf{V}_{\mathrm{s}}=\left[\begin{array}{cc}
1 & 0 \\
-\frac{h_{2}}{2} \Lambda_{2} & 1
\end{array}\right], \quad \mathbf{V}_{\mathrm{f}}=\left[\begin{array}{cc}
1 & 0 \\
-\frac{h_{1}}{2} \Lambda_{1} & 1
\end{array}\right], \quad \mathbf{U}_{i}=\left[\begin{array}{cc}
1 & \frac{i}{q} h_{1} \\
0 & 1
\end{array}\right] \\
\mathbf{Q}_{\mathrm{f}}=\mathbf{V}_{\mathrm{f}} \mathbf{U}_{q} \mathbf{V}_{\mathrm{f}}=\left[\begin{array}{cc}
1-\frac{h_{1}^{2}}{2} \Lambda_{1} & h_{1} \\
-h_{1} \Lambda_{1}\left(1-\frac{h_{1}^{2}}{4} \Lambda_{1}\right) & 1-\frac{h_{1}^{2}}{2} \Lambda_{1}
\end{array}\right] \\
\mathbf{Q}_{\mathbf{s}}(m)=\mathbf{Q}_{\mathrm{f}}^{-1}\left[\mathbf{V}_{\mathrm{f}} \mathbf{U}_{q-m} \mathbf{V}_{\mathrm{s}} \mathbf{V}_{\mathrm{s}} \mathbf{U}_{m} \mathbf{V}_{\mathrm{f}}\right]
\end{gathered}
$$

Some of these definitions have been previously introduced. Matrices $\mathbf{V}_{\mathrm{s}}$ and $\mathbf{V}_{\mathrm{f}}$ correspond to kicks by the soft and the stiff springs, respectively, while matrix $\mathbf{U}_{i}$ represents a drift for a time interval of length $i h_{1} / q$. The matrix $\mathbf{Q}_{\mathrm{f}}$ is the propagation matrix for a complete time step of the fast spring. Similarly, $\mathbf{Q}_{\mathrm{f}} \mathbf{Q}_{\mathbf{s}}(m)$ represents a kick-and-drift step with the stiff spring, followed by a kick by the soft spring, and a drift-and-kick step with the stiff spring. The drift time $m / q h_{1}\left(\mathbf{U}_{m}\right)$ is required to
reach the time at which the soft spring kicks. After the soft kick, the system drifts for a time $(1-m / q) h_{1}\left(\mathbf{U}_{q-m}\right)$ to reach the next time step for the stiff spring. The presence of $\mathbf{Q}_{\mathrm{f}}^{-1}$ in the definition of $\mathbf{Q}_{\mathrm{s}}$ was added for later convenience.

Let us introduce the sequence $m_{i}=i p(\bmod q)$, and:

$$
k_{i}=\left\lfloor\frac{i p}{q}\right\rfloor-\left\lfloor\frac{(i-1) p}{q}\right\rfloor, 1 \leq i \leq q
$$

where $\lfloor x\rfloor$ stands for the largest integer smaller than $x$. The value of $k_{i}$ is the number of time steps the stiff spring needs to perform between time steps $i-1$ and $i$ of the soft spring. Notice that this is exact because of the definition of $\mathbf{Q}_{s}$ with the factor $\mathrm{Q}_{\mathrm{f}}^{-1}$. It then naturally follows that

$$
\begin{equation*}
\sum_{i=1}^{q} k_{i}=p \tag{3.17}
\end{equation*}
$$

The propagation matrix $\mathbf{Q}_{\mathrm{AVI}}$ is then given by:

$$
\mathbf{Q}_{\mathrm{AVI}}=\mathbf{V}_{\mathrm{s}}\left(\mathbf{Q}_{\mathrm{f}}\right)^{k_{q}} \mathbf{Q}_{\mathrm{s}}\left(m_{q-1}\right)\left(\mathbf{Q}_{\mathrm{f}}\right)^{k_{q-1}} \cdots \mathbf{Q}_{\mathrm{s}}\left(m_{1}\right)\left(\mathbf{Q}_{\mathrm{f}}\right)^{k_{1}} \mathbf{V}_{\mathrm{s}}
$$

This product leads to a complicated expression for arbitrary values of $\Lambda_{2}$, but it leads to a surprisingly simple one in the limit of very small $\Lambda_{2}$. Since $\mathbf{Q}_{\mathrm{AVI}}$ is an infinitely smooth function of $\Lambda_{2}$, we can apply Taylor's theorem. The constant term is

$$
\left.\mathbf{Q}_{\mathrm{AVI}}\right|_{\Lambda_{2}=0}=\left(\mathbf{Q}_{\mathrm{f}}\right)^{p} .
$$

The first derivative is equal to:

$$
\left.\frac{\partial \mathbf{Q}_{\mathrm{AVI}}}{\partial \Lambda_{2}}\right|_{\Lambda_{2}=0}=\frac{\partial \mathbf{V}_{\mathrm{s}}}{\partial \Lambda_{2}}\left(\mathbf{Q}_{\mathrm{f}}\right)^{p}+\left(\mathbf{Q}_{\mathrm{f}}\right)^{p} \frac{\partial \mathbf{V}_{\mathrm{s}}}{\partial \Lambda_{2}}+\sum_{i=1}^{q-1}\left(\mathbf{Q}_{\mathrm{f}}\right)^{p-\left\lfloor\frac{i p}{q}\right\rfloor} \frac{\partial \mathbf{Q}_{\mathbf{s}}\left(m_{i}\right)}{\partial \Lambda_{2}}\left(\mathbf{Q}_{\mathrm{f}}\right)^{\left\lfloor\frac{i p}{q}\right\rfloor}
$$

where the derivatives are evaluated at $\Lambda_{2}=0$. We can calculate the linear part of
the trace:

$$
\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{AVI}}\right)=\operatorname{Tr}\left(\left(\mathbf{Q}_{\mathrm{f}}\right)^{p}\right)+\left.\Lambda_{2} \operatorname{Tr}\left(2\left(\mathbf{Q}_{\mathrm{f}}\right)^{p} \frac{\partial \mathbf{V}_{\mathrm{s}}}{\partial \Lambda_{2}}+\left(\mathbf{Q}_{\mathrm{f}}\right)^{p} \sum_{i=1}^{q-1} \frac{\partial \mathbf{Q}_{\mathbf{s}}\left(m_{i}\right)}{\partial \Lambda_{2}}\right)\right|_{\Lambda_{2}=0}+O\left(\Lambda_{2}^{2}\right)
$$

using the fact that $\operatorname{Tr}(\mathbf{A B})=\operatorname{Tr}(\mathbf{B A})$. Since $m_{i}$ is a permutation of $1, \cdots, q-1$, we also have:

$$
\begin{equation*}
\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{AVI}}\right)=\operatorname{Tr}\left(\left(\mathbf{Q}_{\mathrm{f}}\right)^{p}\right)+\left.\Lambda_{2} \operatorname{Tr}\left(2\left(\mathbf{Q}_{\mathrm{f}}\right)^{p} \frac{\partial \mathbf{V}_{\mathrm{s}}}{\partial \Lambda_{2}}+\left(\mathbf{Q}_{\mathrm{f}}\right)^{p} \sum_{i=1}^{q-1} \frac{\partial \mathbf{Q}_{\mathbf{s}}(i)}{\partial \Lambda_{2}}\right)\right|_{\Lambda_{2}=0}+O\left(\Lambda_{2}^{2}\right) \tag{3.18}
\end{equation*}
$$

where $i$ has been substituted instead of $m_{i}$ in $\mathbf{Q}_{\mathbf{s}}$. The term $\partial \mathbf{Q}_{\mathbf{s}}(i) / \partial \Lambda_{2}$ at $\Lambda_{2}=0$ is a quadratic function of $i$ which we write as:

$$
\left.\frac{\partial \mathbf{Q}_{\mathbf{s}}(i)}{\partial \Lambda_{2}}\right|_{\Lambda_{2}=0}=\mathbf{A}_{0}+\mathbf{A}_{1} i+\mathbf{A}_{2} i^{2}
$$

The coefficients can be obtained from the definition of $\mathbf{Q}_{\mathbf{s}}(i)$ :

$$
\mathbf{A}_{0}=-h_{2}\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right], \quad \mathbf{A}_{1}=\frac{h_{1} h_{2}}{q}\left[\begin{array}{cc}
1 & 0 \\
h_{1} \Lambda_{1} & -1
\end{array}\right], \quad \mathbf{A}_{2}=\frac{h_{1}^{2} h_{2}}{q^{2}}\left[\begin{array}{cc}
-\frac{h_{1} \Lambda_{1}}{2} & 1 \\
-\frac{h_{1}^{2} \Lambda_{1}^{2}}{4} & \frac{h_{1} \Lambda_{1}}{2}
\end{array}\right]
$$

The sum can therefore be computed analytically:

$$
\left.\sum_{i=1}^{q-1} \frac{\partial \mathbf{Q}_{\mathbf{s}}(i)}{\partial \Lambda_{2}}\right|_{\Lambda_{2}=0}=(q-1) \mathbf{A}_{0}+\frac{(q-1) q}{2} \mathbf{A}_{1}+\frac{(q-1) q(2 q-1)}{6} \mathbf{A}_{2}
$$

which, together with the value of $\left(\mathbf{Q}_{\mathrm{f}}\right)^{p}$ in Eq. (3.4), enables the direct computation of the second term in Eq. (3.18):

$$
\begin{equation*}
\left.\Lambda_{2} \operatorname{Tr}\left(2\left(\mathbf{Q}_{\mathrm{f}}\right)^{p} \frac{\partial \mathbf{V}_{\mathrm{s}}}{\partial \Lambda_{2}}+\left(\mathbf{Q}_{\mathrm{f}}\right)^{p} \sum_{i=1}^{q-1} \frac{\partial \mathbf{Q}_{\mathrm{s}}(i)}{\partial \Lambda_{2}}\right)\right|_{\Lambda_{2}=0}=-\frac{h_{2} \Lambda_{2}\left(q-\left(\frac{q^{2}-1}{q}\right) \frac{h_{1}^{2}}{6} \Lambda_{1}\right)}{\sqrt{\Lambda_{1}\left(1-\frac{h_{1}^{2}}{4} \Lambda_{1}\right)}} \sin (p \theta) . \tag{3.19}
\end{equation*}
$$

The first term in the same equation follows as

$$
\operatorname{Tr}\left(\left(\mathbf{Q}_{\mathbf{f}}\right)^{p}\right)=\operatorname{Tr}\left(\mathbf{G R}(p \theta) \mathbf{G}^{-1}\right)=\operatorname{Tr}(\mathbf{R}(p \theta))=2 \cos (p \theta)
$$

Together with Eqs. (3.19) and (3.18), this proves Eq. (3.15).
We now establish a bound on the second derivative of $\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{AVI}}\right)$. The first derivative at an arbitrary $\Lambda_{2}$ is given by:

$$
\begin{aligned}
\frac{\partial \mathbf{Q}_{\mathrm{AVI}}}{\partial \Lambda_{2}} & =\frac{\partial \mathbf{V}_{\mathrm{s}}}{\partial \Lambda_{2}}\left(\mathbf{Q}_{\mathrm{f}}\right)^{k_{q}} \mathbf{Q}_{\mathrm{s}}\left(m_{q-1}\right)\left(\mathbf{Q}_{\mathrm{f}}\right)^{k_{q-1}} \cdots \mathbf{Q}_{\mathrm{s}}\left(m_{1}\right)\left(\mathbf{Q}_{\mathrm{f}}\right)^{k_{1}} \mathbf{V}_{\mathrm{s}} \\
& +\mathbf{V}_{\mathrm{s}}\left(\mathbf{Q}_{\mathrm{f}}\right)^{k_{q}} \mathbf{Q}_{\mathrm{s}}\left(m_{q-1}\right)\left(\mathbf{Q}_{\mathrm{f}}\right)^{k_{q-1}} \cdots \mathbf{Q}_{\mathrm{s}}\left(m_{1}\right)\left(\mathbf{Q}_{\mathrm{f}}\right)^{k_{1}} \frac{\partial \mathbf{V}_{\mathrm{s}}}{\partial \Lambda_{2}} \\
& +\mathbf{V}_{\mathrm{s}}\left[\sum_{i=1}^{q-1}\left(\mathbf{Q}_{\mathrm{f}}\right)^{k_{q}} \mathbf{Q}_{\mathrm{s}}\left(m_{q-1}\right)\left(\mathbf{Q}_{\mathrm{f}}\right)^{k_{q-1}} \cdots \frac{\partial \mathbf{Q}_{\mathrm{s}}}{\partial \Lambda_{2}}\left(m_{i}\right) \cdots \mathbf{Q}_{\mathrm{s}}\left(m_{1}\right)\left(\mathbf{Q}_{\mathrm{f}}\right)^{k_{1}}\right] \mathbf{V}_{\mathrm{s}}
\end{aligned}
$$

Using the facts that $\partial^{2} \mathbf{V}_{\mathbf{s}} / \partial \Lambda_{2}^{2}=0$ and $\partial^{2} \mathbf{Q}_{\mathbf{s}}(m) / \partial \Lambda_{2}^{2}=0$, we have

$$
\begin{align*}
& \frac{\partial^{2} \mathbf{Q}_{\mathrm{AVI}}}{\partial \Lambda_{2}^{2}}=2 \frac{\partial \mathbf{V}_{\mathrm{s}}}{\partial \Lambda_{2}}\left(\mathbf{Q}_{\mathrm{f}}\right)^{k_{q}} \mathbf{Q}_{\mathrm{s}}\left(m_{q-1}\right)\left(\mathbf{Q}_{\mathrm{f}}\right)^{k_{q-1}} \cdots \mathbf{Q}_{\mathrm{s}}\left(m_{1}\right)\left(\mathbf{Q}_{\mathrm{f}}\right)^{k_{1}} \frac{\partial \mathbf{V}_{\mathrm{s}}}{\partial \Lambda_{2}} \\
& +2 \frac{\partial \mathbf{V}_{\mathrm{s}}}{\partial \Lambda_{2}}\left[\sum_{i=1}^{q-1}\left(\mathbf{Q}_{\mathrm{f}}\right)^{k_{q}} \mathbf{Q}_{\mathrm{s}}\left(m_{q-1}\right)\left(\mathbf{Q}_{\mathrm{f}}\right)^{k_{q-1}} \cdots \frac{\partial \mathbf{Q}_{\mathrm{s}}}{\partial \Lambda_{2}}\left(m_{i}\right) \cdots \mathbf{Q}_{\mathrm{s}}\left(m_{1}\right)\left(\mathbf{Q}_{\mathrm{f}}\right)^{k_{1}}\right] \mathbf{V}_{\mathrm{s}} \\
& +2 \mathbf{V}_{\mathrm{s}}\left[\sum_{i=1}^{q-1}\left(\mathbf{Q}_{\mathrm{f}}\right)^{k_{q}} \mathbf{Q}_{\mathrm{s}}\left(m_{q-1}\right)\left(\mathbf{Q}_{\mathrm{f}}\right)^{k_{q-1}} \cdots \frac{\partial \mathbf{Q}_{\mathrm{s}}}{\partial \Lambda_{2}}\left(m_{i}\right) \cdots \mathbf{Q}_{\mathrm{s}}\left(m_{1}\right)\left(\mathbf{Q}_{\mathrm{f}}\right)^{k_{1}}\right] \frac{\partial \mathbf{V}_{\mathrm{s}}}{\partial \Lambda_{2}} \\
& +2 \mathbf{V}_{\mathrm{s}}\left[\sum_{i, j=1}^{q-1}\left(\mathbf{Q}_{\mathrm{f}}\right)^{k_{q}} \mathbf{Q}_{\mathrm{s}}\left(m_{q-1}\right)\left(\mathbf{Q}_{\mathrm{f}}\right)^{k_{q-1}} \cdots \frac{\partial \mathbf{Q}_{\mathrm{s}}}{\partial \Lambda_{2}}\left(m_{j}\right) \cdots \frac{\partial \mathbf{Q}_{\mathrm{s}}}{\partial \Lambda_{2}}\left(m_{i}\right) \cdots \mathbf{Q}_{\mathrm{s}}\left(m_{1}\right)\left(\mathbf{Q}_{\mathrm{f}}\right)^{k_{1}}\right] \mathbf{V}_{\mathrm{s}} \tag{3.20}
\end{align*}
$$

In order to bound the second derivative, we need to recall some properties of matrix norms. Let $\mathbf{Q}$ be an $n \times n$ matrix, $n \in \mathbb{N}$, then

$$
\|\mathbf{Q}\|_{\mathrm{E}}^{2}=\operatorname{Tr}\left(\mathbf{Q}^{\top} \mathbf{Q}\right) \quad\|\mathbf{Q}\|_{2}^{2}=\sup _{\vec{x} \neq 0} \frac{\vec{x}^{\top} \mathbf{Q}^{\top} \mathbf{Q} \vec{x}}{\vec{x}^{\top} \vec{x}}
$$

and it holds that $\|\mathbf{Q}\|_{\mathrm{E}}=n^{1 / 2}\|\mathbf{Q}\|_{2}$. Additionally, for any two $n \times n$ matrices $\mathbf{P}$ and

Q, it holds that

$$
\|\mathbf{P Q}\| \leq\|\mathbf{P}\|\|\mathbf{Q}\|
$$

in any of the two norms. Finally, by Cauchy-Schwartz inequality we have

$$
\begin{equation*}
|\operatorname{Tr}(\mathbf{A B})| \leq\|\mathbf{A}\|_{\mathrm{E}}\|\mathbf{B}\|_{\mathrm{E}} \leq n\|\mathbf{A}\|_{2}\|\mathbf{B}\|_{2} \tag{3.21}
\end{equation*}
$$

We simplify the notations for clarity:

$$
\begin{aligned}
\mathbf{Q}_{i} & =\mathbf{G}^{-1} \mathbf{Q}_{\mathbf{s}}\left(m_{i}\right) \mathbf{G} \\
\mathbf{R}_{i} & =\mathbf{R}\left(k_{i} \theta\right)
\end{aligned}
$$

which transforms Eq. (3.20) into

$$
\begin{aligned}
\frac{\partial^{2} \mathbf{Q}_{\mathrm{AVI}}}{\partial \Lambda_{2}^{2}} & =2 \frac{\partial \mathbf{V}_{\mathrm{s}}}{\partial \Lambda_{2}} \mathbf{G} \mathbf{R}_{q} \mathbf{Q}_{q-1} \mathbf{R}_{q-1} \cdots \mathbf{Q}_{1} \mathbf{R}_{1} \mathbf{G}^{-1} \frac{\partial \mathbf{V}_{\mathrm{s}}}{\partial \Lambda_{2}} \\
& +2 \frac{\partial \mathbf{V}_{\mathrm{s}}}{\partial \Lambda_{2}} \mathbf{G}\left[\sum_{i=1}^{q-1} \mathbf{R}_{k_{q}} \mathbf{Q}_{q-1} \mathbf{R}_{k_{q-1}} \cdots \frac{\partial \mathbf{Q}_{i}}{\partial \Lambda_{2}} \cdots \mathbf{Q}_{1} \mathbf{R}_{k_{1}}\right] \mathbf{G}^{-1} \mathbf{V}_{\mathrm{s}} \\
& +2 \mathbf{V}_{\mathrm{s}} \mathbf{G}\left[\sum_{i=1}^{q-1} \mathbf{R}_{k_{q}} \mathbf{Q}_{q-1} \mathbf{R}_{k_{q-1}} \cdots \frac{\partial \mathbf{Q}_{i}}{\partial \Lambda_{2}} \cdots \mathbf{Q}_{1} \mathbf{R}_{k_{1}}\right] \mathbf{G}^{-1} \frac{\partial \mathbf{V}_{\mathrm{s}}}{\partial \Lambda_{2}} \\
& +2 \mathbf{V}_{\mathrm{s}} \mathbf{G}\left[\sum_{\substack{i, j=1 \\
i<j}}^{q-1} \mathbf{R}_{k_{q}} \mathbf{Q}_{q-1} \mathbf{R}_{k_{q-1}} \cdots \frac{\partial \mathbf{Q}_{j}}{\partial \Lambda_{2}} \cdots \frac{\partial \mathbf{Q}_{i}}{\partial \Lambda_{2}} \cdots \mathbf{Q}_{1} \mathbf{R}_{k_{1}}\right] \mathbf{G}^{-1} \mathbf{V}_{\mathrm{s}}
\end{aligned}
$$

We now simply denote $\|\cdot\|$ instead of $\|\cdot\|_{2}$. Noticing that $\left\|\mathbf{R}_{i}\right\|=1$, we have that

$$
\begin{align*}
& \frac{1}{4}\left|\operatorname{Tr}\left(\frac{\partial^{2} \mathbf{Q}_{\mathrm{AVI}}}{\partial \Lambda_{2}^{2}}\right)\right| \leq \\
& \leq\left\|\mathbf{G}^{-1} \frac{\partial \mathbf{V}_{\mathrm{s}}}{\partial \Lambda_{2}} \frac{\partial \mathbf{V}_{\mathrm{s}}}{\partial \Lambda_{2}} \mathbf{G}\right\|\left\|\mathbf{Q}_{1}\right\| \cdots\left\|\mathbf{Q}_{q-1}\right\| \\
& \quad+\left(\left\|\mathbf{G}^{-1} \mathbf{V}_{\mathrm{s}} \frac{\partial \mathbf{V}_{\mathrm{s}}}{\partial \Lambda_{2}} \mathbf{G}\right\|+\left\|\mathbf{G}^{-1} \frac{\partial \mathbf{V}_{\mathrm{s}}}{\partial \Lambda_{2}} \mathbf{V}_{\mathrm{s}} \mathbf{G}\right\|\right) \\
& \quad\left[\sum_{i=1}^{q-1}\left\|\mathbf{Q}_{1}\right\| \cdots\left\|\mathbf{Q}_{i-1}\right\|\left\|\frac{\partial \mathbf{Q}_{i}}{\partial \Lambda_{2}}\right\|\left\|\mathbf{Q}_{i+1}\right\| \cdots\left\|\mathbf{Q}_{q-1}\right\|\right]  \tag{3.22}\\
& \quad+\left\|\mathbf{G}^{-1} \mathbf{V}_{\mathrm{s}} \mathbf{V}_{\mathrm{s}} \mathbf{G}\right\|\left[\sum_{i, j=1}^{q-1}\left\|\mathbf{Q}_{1}\right\| \cdots\left\|\mathbf{Q}_{i-1}\right\|\left\|\frac{\partial \mathbf{Q}_{i}}{\partial \Lambda_{2}}\right\|\left\|\mathbf{Q}_{i+1}\right\| \cdots\right. \\
& \left.\quad \cdots\left\|\mathbf{Q}_{j-1}\right\|\left\|\frac{\partial \mathbf{Q}_{j}}{\partial \Lambda_{2}}\right\|\left\|\mathbf{Q}_{j+1}\right\| \cdots\left\|\mathbf{Q}_{q-1}\right\|\right]
\end{align*}
$$

This equation is obtained by a simple application of Eq. (3.21). It can then be verified by direct calculation that

$$
\begin{align*}
\left\|\mathbf{G}^{-1} \frac{\partial \mathbf{V}_{\mathrm{s}}}{\partial \Lambda_{2}} \frac{\partial \mathbf{V}_{\mathrm{s}}}{\partial \Lambda_{2}} \mathbf{G}\right\| & =0  \tag{3.23}\\
\left\|\mathbf{G}^{-1} \mathbf{V}_{\mathrm{s}} \frac{\partial \mathbf{V}_{\mathrm{s}}}{\partial \Lambda_{2}} \mathbf{G}\right\| & =\left\|\mathbf{G}^{-1} \frac{\partial \mathbf{V}_{\mathrm{s}}}{\partial \Lambda_{2}} \mathbf{V}_{\mathrm{s}} \mathbf{G}\right\|=\frac{\alpha_{1}}{\Lambda_{2}}  \tag{3.24}\\
\left\|\mathbf{G}^{-1} \mathbf{V}_{\mathrm{s}} \mathbf{V}_{\mathrm{s}} \mathbf{G}\right\| & =\left(1+2 \alpha_{1}^{2}+2 \alpha_{1} \sqrt{1+\alpha_{1}^{2}}\right)^{\frac{1}{2}}  \tag{3.25}\\
\left\|\frac{\partial \mathbf{Q}_{i}}{\partial \Lambda_{2}}\right\| & \leq \frac{2 \alpha_{1}}{\Lambda_{2}}  \tag{3.26}\\
\left\|\mathbf{Q}_{i}\right\| & \leq\left(1+2 \alpha_{1}^{2}+2 \alpha_{1} \sqrt{1+\alpha_{1}^{2}}\right)^{\frac{1}{2}} \tag{3.27}
\end{align*}
$$

The last two inequalities use the fact that

$$
\left|q^{2}-i(q-i) h_{1}^{2} \Lambda_{1}\right|<q^{2}, \quad \text { for } 0<h_{1}^{2} \Lambda_{1}<4 \text { and } 1 \leq i \leq q-1 .
$$

Applying these results in Eq. (3.22), we get

$$
\begin{aligned}
\left.\frac{\Lambda_{2}^{2}}{2}\left|\operatorname{Tr}\left(\frac{\partial^{2} \mathbf{Q}_{\mathrm{AVI}}}{\partial \Lambda_{2}^{2}}\right)\right|\right|_{\Lambda_{2}^{*}} & \leq 4 q(q-1) \alpha_{1}^{2}\left(1+2 \alpha_{1}^{2}+2 \alpha_{1} \sqrt{1+\alpha_{1}^{2}}\right)^{\frac{q-2}{2}} \\
& <\left(2 q \alpha_{1}\right)^{2}\left(1+2 \alpha_{1}^{2}+2 \alpha_{1} \sqrt{1+\alpha_{1}^{2}}\right)^{\frac{q-2}{2}}
\end{aligned}
$$

for any $\Lambda_{2}^{*}$ such that $0 \leq \Lambda_{2}^{*} \leq \Lambda_{2}$, which proves Eq. (3.16).

### 3.3.2 AVI and r-RESPA resonances

In the forthcoming sections we denote the effective half-period $T_{\text {eff }}\left(h_{1}\right) / 2$ by $T_{1 / 2}\left(h_{1}\right)$. In Sections 3.3.2 and 3.3.3, all numerical results were obtained using extended precision arithmetic ( 53 digits were typically used), and we will define a resonant interval as an interval in the real line that contains all unstable time step values.

Given $p$ and $q$, consider the problem of finding resonant points $\left(h_{1}, h_{2}\right)$ along the line $h_{2}=\frac{p}{q} h_{1}$. Our previous analysis predicts that the resonant points are approximately located at $h_{2}=\frac{m}{q} T_{1 / 2}$ for $q h_{2} \Lambda_{2} / \sqrt{\Lambda_{1}} \ll 1$. The behavior for larger values of $q h_{2} \Lambda_{2} / \sqrt{\Lambda_{1}}$ was investigated numerically and presented next.

A typical result is illustrated in Fig. 3.3, which shows the value of $\operatorname{Tr}\left(\mathbf{Q}_{\text {AVI }}\right)$ as a function of $h_{2}$. We note that: a) its value oscillates between -2 and 2 with a frequency close to $p \theta / h_{2} \approx q w_{\text {eff }}$ and b) an exhaustive examination of each local extremum reveals that the value of the trace at each one of them is a resonant point. This leads to resonances located at approximately $h_{2}=m T_{1 / 2}\left(h_{1}\right) / q$, as before. Other numerical tests consistently displayed the same behavior as well. However, the presence of these two features in all examples does not follow from the result of Proposition 1. We conjecture that both characteristics are generally true, as expressed in the following statement, which remains to be proved:


Figure 3.3: Trace of $\mathbf{Q}_{\text {AVI }}$ as a function of $h_{2}$, when $h_{2}=p h_{1} / q$ for given values of $p$ and $q$. Two different examples are shown, which differ in the value of $p$, but both adopt $q=32, \Lambda_{1}=\pi^{2}, \Lambda_{2}=\pi^{2} / 64$. When the value of the trace is outside of the interval $(-2,2)$, the integrator is unstable. Zooming in on the regions where the trace is near 2 or -2 shows that, in each instance, there is an interval of instability. However these instabilities are weak except when $h_{2}$ is near a multiple of $T_{1 / 2}$ : these are depicted with circles. The main difference between the two cases is that the top plot shows additional large resonances besides the multiples of $T_{1 / 2}$. These are depicted by a square and a diamond.

Let $t_{p, q}\left(h_{2}\right)$ denote the value of $\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{AVI}}\right)$ evaluated at $\left(h_{1}, h_{2}\right)=\left(q h_{2} / p, h_{2}\right)$, for any $p>q$ coprime integers. Then, there exists a constant $C$ independent of $p$ and $q$ such that for any $h_{2} \in\left(0,2 p /\left(q \sqrt{\Lambda_{1}}\right)\right)$ there exists an extremizer $h_{2}^{r}$ of $t_{p, q}\left(h_{2}\right)$ that satisfies

$$
\begin{equation*}
h_{2} \leq h_{2}^{r}<h_{2}+\frac{C}{q \sqrt{\Lambda_{1}}} \tag{3.28}
\end{equation*}
$$

Additionally, all local extremizers are resonant points.
Eq. (3.28) is motivated by the previous qualitative observation that the function $t_{p, q}\left(h_{2}\right)$ oscillates as $h_{2}$ changes with a frequency close to $q w_{\text {eff }}\left(q h_{2} / p\right)$. It then easily follows that the corresponding approximate period is bounded as

$$
\begin{equation*}
\frac{2 \pi}{q w_{\mathrm{eff}}\left(h_{1}\right)}=2 \pi \frac{h_{1}}{q \theta\left(h_{1}\right)} \leq \frac{2 \pi}{q \sqrt{\Lambda_{1}}} . \tag{3.29}
\end{equation*}
$$

The last inequality follows after noticing that

$$
\begin{equation*}
\theta\left(h_{1}\right) \geq \sqrt{\Lambda_{1}} h_{1} \tag{3.30}
\end{equation*}
$$

for $h_{1} \in[0, \pi]$. The restriction $0<h_{2}<2 p /(q \sqrt{\Lambda})$ guarantees that only stable fast integrators are considered.

We explore next an important result that follow from assuming the previous conjecture to be true. This result states that the set of resonant points is dense in the set $H=\left\{\left(h_{1}, h_{2}\right) \in\left[0,2 / \sqrt{\Lambda}_{1}\right] \times \mathbb{R} \mid h_{1} \leq h_{2}\right\}$. More precisely, this means that for any point $\left(h_{1}, h_{2}\right) \in H$ and $\varepsilon>0$, it is possible to find a resonant point $\left(h_{1}^{\mathrm{r}}, h_{2}^{\mathrm{r}}\right)$ such that $\left|h_{1}-h_{1}^{\mathrm{r}}\right|+\left|h_{2}-h_{2}^{\mathrm{r}}\right|<\varepsilon$.

To prove this result, consider $\left(h_{1}, h_{2}\right) \in \stackrel{\circ}{H}$ and $\varepsilon>0$. Choose $p$ and $q$ such that $\left(h_{1}, p h_{1} / q\right) \in \stackrel{\circ}{H}$,

$$
\begin{equation*}
\left|\frac{p}{q} h_{1}-h_{2}\right|<\frac{\varepsilon}{4} \quad \text { and } \quad \frac{C}{q \sqrt{\Lambda_{1}}}<\frac{\varepsilon}{4} . \tag{3.31}
\end{equation*}
$$

It is evident that such a pair $(p, q)$ exists, since $p / q$ can be just adopted to be a rational approximation to $h_{2} / h_{1}$ with $q$ large enough so as to satisfy the second condition in Eq. (3.31). Based on the above conjecture, we have that there exists a resonant point
$h_{2}^{\mathrm{r}}$ such that

$$
\begin{equation*}
\left|h_{2}^{r}-\frac{p}{q} h_{1}\right|<\frac{C}{q \sqrt{\Lambda_{1}}}<\frac{\varepsilon}{4} . \tag{3.32}
\end{equation*}
$$

Together, Eqs. (3.31) and (3.32) imply that $\left|h_{2}-h_{2}^{r}\right|<\varepsilon / 2$. Since $h_{1}^{\mathrm{r}}=h_{2}^{\mathrm{r}} q / p$ and $q / p \leq 1$, we have from Eq. (3.32) that $\left|h_{1}-h_{1}^{r}\right|<\varepsilon / 2$, from where the result follows for any point in $\stackrel{\circ}{H}$ and hence in $H$.

We illustrate this result with an example next, in which we arbitrarily selected a set of time steps

$$
\left(h_{1}, h_{2}\right)=(0.0090579193,0.12698681)
$$

and find a pair of resonant time steps nearby. In this case, we chose $p=85158$ and $q=6075$ such that $p / q \approx h_{2} / h_{1}$. An unstable point over the line $h_{2}=p h_{1} / q$ was found at

$$
\left(h_{1}^{\mathrm{r}}, h_{2}^{\mathrm{r}}\right) \approx(0.0090523798,0.12690914)
$$

At this point we have

$$
\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{AVI}}\right) \approx-2-1.2350353 \times 10^{-16}
$$

which is a very weak resonance. By choosing an even larger value for $q$, and hence $p$, we could have found an even closer point.

A seemingly unusual consequence of the existence of a dense set of resonant points is that there are instabilities with arbitrarily small time steps $\left(h_{1}, h_{2}\right)$. As an example, we chose $q=10,000, p=1024 q+1, \Lambda_{1}=\pi^{2}, \Lambda_{2}=\pi^{2} / 64$. The first resonant point along the line $h_{2}=p h_{1} / q$ was found at

$$
h_{1} \approx 9.6902126 \times 10^{-8}, h_{2} \approx 9.9227787 \times 10^{-5}
$$

At this resonant point, the trace is $-2-1.2873196 \times 10^{-32}$. The length of the instability interval is approximately $7 \times 10^{-21}$. Both features are depicted in Fig. 3.4, which shows the value of the trace of $\mathbf{Q}_{\mathrm{AVI}}$ near its first minimizer. Notice that both $h_{1}$ and $h_{2}$ are much smaller than the upper bound for stability of the fast integrator, $2 / \pi$. In general, the larger the values of $p$ and $q$, the smaller the values of the first


Figure 3.4: Trace of $\mathbf{Q}_{\mathrm{AVI}}+2$ as a function of $h_{2}-h_{2}^{0}$, with $h_{1}=q h_{2} / p$ and $h_{2}^{0} \approx$ $9.9227787 \times 10^{-5}$ being the smallest unstable value. The rest of the parameters for this calculation are: $q=10,000, p=1024 q+1, \Lambda_{1}=\pi^{2}, \Lambda_{2}=\pi^{2} / 64$. Negative values on the vertical axis correspond to unstable values of $h_{2}$.
resonant set of time steps.

### 3.3.3 Unstable curves

We next discuss some additional aspects of the numerical experiments. As mentioned, resonances have been found at each local extremum, located at approximately $h_{2}=m T_{1 / 2}\left(h_{1}\right) / q$. However, the vast majority of them are very weak. The largest resonances are near points for which $h_{2} / T_{1 / 2}$ is an integer. These resonances are the same type of resonances found in r-RESPA (see result on page 36 for r-RESPA), and are indicated using a circle on Fig. 3.3.

In between the strong resonances near $h_{2}=i T_{1 / 2}$ and $h_{2}=(i+1) T_{1 / 2}$ there are $q-1$ weaker ones. We number the resonances consecutively along the line $h_{2}=\frac{p}{q} h_{1}$ as $h_{2}$ grows with an index $m=1,2, \ldots$.. With this convention, r-RESPA resonances correspond to $m=0 \bmod (q)$. The next largest resonances were observed to consistently correspond approximately to $m= \pm p \bmod (q)$. More generally, let $a$, $\lfloor-q / 2\rfloor+1 \leq a \leq\lfloor q / 2\rfloor$, be the unique integer such that $m=a p \bmod (q)$ (with $p$ and $q$ having the greatest common denominator equal to 1 ). The strength of the resonance and the width of the associated resonant interval were consistently observed to decrease with $|a|$. In practice, this means that resonances with low values of $|a|$, such
as $a=0, a=1$ and $a=-1$, are the ones which are most likely to be encountered, since the others are very narrow. In Fig. 3.3(a) the square corresponds to $a=1$ and the diamond corresponds to $a=-1$.

These observations are illustrated in more detail in Figs. 3.5 and 3.6, which show the width of the resonant interval and the amplitude for each resonance, respectively, as a function of the extremum index $m$. For this example we adopted $q=1009$ and $p=2439$. In general, the width of each resonance is highly correlated with the magnitude of the trace. The r-RESPA resonances are shown with circles, and are indeed the dominant ones. The resonances for $a=-3,-2,-1,1,2,3$ are shown with squares and are larger and wider. The remaining resonances are narrower and smaller (with a few exceptions). In this case all extrema were found to be unstable as well, and indeed there are exactly 1008 resonances between the two r-RESPA peaks. However, as emphasized by the number of decades spanned by the logarithmic vertical axis in Fig. 3.6, most resonances are extremely weak. For most of them it would take millions of time steps or more to observe any visible drift in the energy.

The fact that only resonances with relatively low value of $|a|$ are likely to be encountered is nicely displayed by the following numerical calculation. In this case, pairs of time steps are selected such that they are both integer multiples of a given grid spacing $h$. For this study we adopted $h=0.0005, \Lambda_{1}=\pi^{2}, \Lambda_{2}=\pi^{2} / 25$, $h \leq h_{1} \leq 2 / \pi$, and $h_{2} \leq 3.5$. If the propagation matrix $\mathbf{Q}_{\mathrm{AVI}}$ for a given pair of time steps $\left(h_{1}, h_{2}\right)$ has a spectral radius greater than 1 , the pair is marked by a dark point and the algorithm is unstable for that choice of time steps. Fig. 3.7 shows the resulting plot over the domain $[h, 2 / \pi] \times[h, 3.5]$.

Let us consider first the top plot in Fig. 3.7. The first noteworthy feature is that dark points do not appear everywhere, as would be expected from the fact that resonant pairs form a dense set. Instead, some curves stand out in the midst of a nonuniform cloud of dark points. This is only an artifact of choosing a finite step size, $h=0.0005$. Large resonant intervals are the only ones likely to be visible on a plot with a finite resolution. As $h$ goes to zero, the figure would be filled with more and more dark dots and the lines would effectively "disappear".


Figure 3.5: Width of the resonant interval as a function of the resonance index for $q=1009, p=2439, \lambda_{1}=\pi^{2}$ and $\lambda_{2}=(\pi / 8)^{2}$. The vertical axis is in logarithmic scale. Resonances of the r-RESPA type, in which $h_{2}$ is a multiple of $T_{1 / 2}$, are highlighted with circles. Resonances corresponding to $m=a p \bmod (q)$, with $a=$ $-3,-2,-1,1,2,3$, are highlighted with squares. Extended precision arithmetic was adopted for this calculation to accurately compute the wide span of decades in the vertical axis, including the width of resonances 1 and 2 on the left.


Figure 3.6: Amplitude of each resonance, illustrated as $\left|\operatorname{Tr}\left(\mathbf{Q}_{\mathrm{AVI}}\right)\right|-2$ on the vertical axis, as a function of the resonance index for the case depicted in Fig. 3.5. The vertical axis is in logarithmic scale. As in Fig. 3.5, resonances of the r-RESPA type are highlighted with circles, while those corresponding to $m=a p \bmod (q)$, with $a=-3,-2,-1,1,2,3$, are highlighted with squares.


Figure 3.7: AVI stability plot. Top figure: each unstable pair $\left(h_{1}, h_{2}\right)$ is shown with a dot. Bottom figure: the theoretical prediction given by $b / h_{2}=1 / T_{1 / 2}-a / h_{1}$ for some pairs of $a$ and $b$ is shown ( $a=0,-1,1,2$ ). The matching with the numerical results is excellent.

Approximate equations for these curves can be derived based on the previous empirical observations. Each of the thick nearly "horizontal" lines on Fig. 3.7 correspond to a different integer value of $h_{2} / T_{1 / 2}$, the r-RESPA resonances. The remaining curves are clearly narrower resonances, which we shall next see that correspond to low values of $|a|$.

Recall that $a$ satisfies that $m=a p \bmod (q)$, from where it follows that $m=a p+b q$ for some integer $b$. Consequently, if $p h_{1}=q h_{2}$, the resonance condition $q h_{2} \approx m T_{1 / 2}$ is satisfied if and only if

$$
\begin{equation*}
\frac{b}{h_{2}} \approx \frac{1}{T_{1 / 2}}-\frac{a}{h_{1}} . \tag{3.33}
\end{equation*}
$$

For given values of $a$ and $b$ this is the equation of a curve in the ( $h_{1}, h_{2}$ )-plane.
On Fig. 3.7 (bottom row), we plotted the curves with $a=0$ using thick solid lines (r-RESPA case), $a=1$ with dotted lines, $a=2$ with the dashed lines, and $a=-1$ with thin solid lines; $b$ was varied to obtain several curves. The agreement with the location of the resonant points found numerically (Fig. 3.7, top row) is excellent. This comparison highlights the importance of $|a|$ in determining the width of the resonant interval. It would be interesting to obtain an analytical relation between the two that extends the asymptotic results in Section 3.3.

### 3.4 Why are AVI resonances ubiquitous in molecular dynamics but not in solid dynamics simulations?

Resonances are strong and common in molecular dynamics but seldom appear in solid dynamics simulations. We now use the insight gained in the last two sections with the stability analysis of the one-degree of freedom system to provide an explanation of the startling differences encountered on the performance of AVI in molecular dynamics and solid dynamics simulations. To this end, we performed numerical studies on two simplified systems. The first one resembles a molecular dynamics calculation; weak long-range forces are strongly coupled to local stiff springs. We analyzed the nature
of the resonances by applying the results derived in the previous section. The second study considers the analog to a solid dynamics calculation performed with a finiteelement discretization, and consists of a mesh of springs with different stiffnesses. Individual time steps for each spring are considered, with smaller time steps assigned to stiffer springs. We will see that in this case resonances are present but they are weak and very narrow, in stark contrast with the first example. This explains in part why such resonances are seldom seen in finite-element calculations.

### 3.4.1 Molecular dynamics analog

In molecular dynamics, particles are concurrently affected by potentials whose stiffnesses vary greatly. For example the bond potential is very stiff while the electrostatic potential at large distances is very soft. To study the resonant behavior in molecular dynamics we set up an analog using an infinite and periodic 2-D triangular harmonic lattice with a unit cell that consists of an $n \times n$ mesh of equal masses. To model the presence of short-range and long-range potentials, stiff springs are used to connect each pair of neighboring masses and a weak gravitational potential connects each mass to its nearest and second nearest neighbors; see Figs. 3.8(a) and 3.8(b) for the unit cell and a sketch of the interactions in the case $n=4$.

The infinite lattice is formed by locating an identical mass with mass $m$ at every position of the form $(i L, j L \sqrt{3} / 2)$ with respect to a pair of Cartesian coordinate axes, for any $(i, j) \in \mathbb{Z}^{2}$, where $L$ is the lattice parameter. The displacement of the mass at $(i L, j L \sqrt{3} / 2)$ is denoted with $\left(u_{(i, j)}, v_{(i, j)}\right)$, where $u$ and $v$ are the Cartesian components of the displacement vector. Periodic boundary conditions are imposed by restricting the set of possible displacements to those that are periodic with period $n L$, i.e., $u_{(i, j)}=u_{(i+n, j+n)}$, for all $(i, j) \in \mathbb{Z}^{2}$, and similarly for $v$.

Each mass is connected to its six neighboring masses with a spring. The potential energy for each one of these springs is

$$
\begin{equation*}
V_{\mathrm{s}}(\ell)=\frac{k}{2}(\ell-L)^{2}, \tag{3.34}
\end{equation*}
$$

where $\ell$ is the deformed length of the spring. The harmonic lattice corresponds to

(a) Short-range: stiff springs

(b) Long-range: gravitational potential

Figure 3.8: Unit cell of a periodic harmonic lattice for the molecular dynamics analog. Each node in the graph represents a mass, and each edge an interaction between the two nodes at its ends. Short-range interactions are depicted on the left, while longrange ones are indicated on the right.
replacing each one of these springs by its quadratic approximation at $\ell=L$, the equilibrium length of the springs in the lattice in the absence of the gravitational potential. If $(\Delta u, \Delta v)$ indicates the Cartesian components of the difference in displacements between the two ends of the spring, the harmonic approximation to the potential is

$$
\begin{equation*}
V_{\mathrm{s}}^{\mathrm{h}}(\Delta u, \Delta v)=\frac{k}{2}(\Delta u \cos \theta+\Delta v \sin \theta)^{2} \tag{3.35}
\end{equation*}
$$

where $\theta$ is the angle the spring forms with the $(1,0)$ direction in the undeformed lattice (see Appendix A. 2 for details). This is the potential used for each one of the springs in the numerical examples herein, for which we also adopted $n=4, L=1$, $m=1$ and $k=1$.

In the absence of the non-linear gravitational potential, the harmonic lattice possesses a constant symmetric stiffness matrix $\mathbf{K}$ independent of the displacements of the masses. It is then possible to find an orthonormal basis of eigenvectors for $\mathbf{K}$, the eigenmodes of the lattice. For the particular lattices considered here, there exist five groups of eigenmodes with natural frequencies $\omega=\sqrt{6}, \sqrt{5}, \sqrt{3}, \sqrt{2}$, and 1 .

Finally, the gravitational potential used to represent the long-range interactions
of the masses is given by

$$
V_{\mathrm{g}}(r)=-\frac{G}{\sqrt{r^{2}+\epsilon}}
$$

where $r$ is the distance between the two masses, $G$ is the gravitational constant, and $\epsilon$ is the softening term. To restrict $V_{\mathrm{g}}(r)$ such that the potential affects only the nearest and second nearest neighbors of each mass $V_{\mathrm{g}}(r)$ is premultiplied by a switching function $S(r)$. Define the modified potential as

$$
\tilde{V}_{\mathrm{g}}(r)= \begin{cases}S\left(r / r_{\mathrm{c}}\right) V_{\mathrm{g}}(r) & \text { if } r \leq r_{\mathrm{c}} \\ 0 & \text { if } r>r_{\mathrm{c}}\end{cases}
$$

where

$$
S(r)=1-10 r^{3}+15 r^{4}-6 r^{5}
$$

and $r_{\mathrm{c}}$ is the cutoff radius. The function $S(r)$ is constructed such that $\tilde{V}_{\mathrm{g}}(0)=V_{\mathrm{g}}(0)$ and $\tilde{V}_{\mathrm{g}}(r)$ is a $C^{2}$ smooth function. Nearest neighbors in the lattice are separated by the lattice parameter $L$, while second nearest neighbors by $\sqrt{3} L$, so by adopting $\sqrt{3} L<r_{\mathrm{c}} \leq 2 L$ each mass in the periodic harmonic lattice is only affected by the longrange potential through interactions with its nearest and second nearest neighbors. Fig. 3.9 compares these two versions of the gravitational potential. For our simulations we adopted $\tilde{V}_{\mathrm{g}}(r)$ as the weak long-range potential and set $G=0.01, \epsilon=1$, and $r_{\mathrm{c}}=1.85 \mathrm{~L}$.

In the absence of the gravitational potential, each one of the eigenmodes of the lattice is itself an independent harmonic oscillator that does not interact with the remaining eigenmodes. The introduction of the long-range potential breaks this isolation, and induces a weak interaction among all eigenmodes. This is sketched in Fig. 3.10 .

The total energy of each mass in the lattice is defined as the sum of its kinetic energy plus its potential energy contributions. The latter is formed by adding up onehalf of the potential energy of each harmonic spring and each gravitational interaction attached to the mass. The total energy in the unit cell of the lattice is obtained as the sum of the total energy of each mass in the cell. For later use, it is also useful to


Figure 3.9: Comparison of the two versions of the gravitational potential. The dotted line represents the gravitational potential $V_{\mathrm{g}}(r)=-G / \sqrt{r^{2}+\epsilon}$ with $G=1$ and $\epsilon=1$. The solid line is the modified potential $\tilde{V}_{\mathrm{g}}(r)$ which equals $-S\left(r / r_{\mathrm{c}}\right) G / \sqrt{r^{2}+\epsilon}$ for $0 \leq r \leq r_{\mathrm{c}}$ (where $S(r)=1-10 r^{3}+15 r^{4}-6 r^{5}$ ) and zero for $r>r_{\mathrm{c}}$. Here $r_{\mathrm{c}}$ is taken to be 1.85 .


Figure 3.10: Schematic interpretation of the lattice with a weak gravitational potential. In the absence of the gravitational potential each eigenmode in the lattice is an independent harmonic oscillator, depicted here as each one of the six wiggly springs. The gravitational potential breaks this isolation by connecting together the masses of each one of the eigenmodes via weak springs, depicted here with straight segments.
specify a potential energy for each eigenmode in the unit cell, taken equal to $u_{\omega}^{\top} \mathbf{K} u_{\omega} / 2$, where $u_{\omega}$ is the displacement along the eigenmode with frequency $\omega$.

For the numerical experiments we chose only two different time steps: a small time step $h_{1}$ for the springs, the stiff potentials; and a larger one $h_{2}$ for the gravitational potential, which is soft. In fact we chose $h_{1}=0.001$ so that the integration of each one of the eigenmodes of the harmonic lattice is nearly exact, because $h_{1} \omega \ll 1$ for any of the frequencies listed earlier. Since the gravitational potential is weak, its effect over each one of the eigenmodes is similar to that of the soft potential in the analysis in Sections 3.2 and 3.3, and hence we expect that if $h_{2}$ is close to an integer multiple of the half-period of any of the eigenmodes, a numerical resonance should be observed.

To search for resonances the time step $h_{2}$ for the gravitational potential was varied from 1 to 4 in increments of 0.005 . Each integration was carried out until a maximum time of 500 was reached. At the end of each simulation the total energy of the unit cell lattice was recorded. The energy growth was computed as the difference between the total energy at the beginning and at the end of the simulation. These results are shown in Fig. 3.11, which also shows with solid dots the values of $h_{2}$ that correspond to integer multiples of the half-period for each one of the five different values of $\omega$ in the simulation. The close location of the spikes in the figure to the solid dots evidences that the expected numerical resonances are in fact occurring, triggered by the interaction of the gravitational potential with each one of the eigenmodes.

To further examine this resonant behavior, we chose the time step $h_{2}$ to be close to the half-period of the $\omega=\sqrt{6}$ and $\omega=\sqrt{5}$ eigenmodes. Their half-periods are $T_{1 / 2}=$ $\pi / \sqrt{6} \approx 1.283$ and $T_{1 / 2}=\pi / \sqrt{5} \approx 1.405$, respectively. The total potential energy of the $\omega=\sqrt{6}$ eigenmodes for $h_{2}=1.285$ and the $\omega=\sqrt{5}$ eigenmodes for $h_{2}=1.41$ are shown in Figs. 3.12 and 3.13, along with the energy of the other eigenmodes. In both cases we observe an exponential-in-time growth of the total energy of the resonant eigenmodes, with a nearly unaffected evolution for the remaining ones. Only very late in the simulation does Fig. 3.13(b) display the beginning of an exponential-in-time growth of the energy of one of the remaining eigenmodes, as a result of the weak coupling between them and the already large amplitude of the $\omega=\sqrt{5}$ eigenmodes.


Figure 3.11: Energy growth of the unit cell of the lattice due to numerical instabilities, as a function of the time step $h_{2}$ used to integrate the long-range gravitational potential. The energy growth at each time step value was computed as the difference between the energy at the beginning and at the end of each simulation. The solid dots represent the expected resonant time steps according to Section 3.2.


Figure 3.12: Evolution of the potential energy for each group of eigenmodes for $h_{2}=1.285$, the time step of the weak long-range gravitational potential. It is seen that the eigenmodes whose half-period is $\pi / \sqrt{6} \approx 1.283$ are resonant with the longrange interaction, as expected from Section 3.2.


Figure 3.13: Evolution of the potential energy for each group of eigenmodes for $h_{2}=1.41$, the time step of the weak long-range gravitational potential. It is seen that the eigenmodes whose half-period is $\pi / \sqrt{5} \approx 1.405$ are resonant with the longrange interaction, as expected from Section 3.2. Only by the end of the simulation does another group of eigenmodes display exponential-in-time growth of the potential energy, as a result of the weak coupling with the by-then-large amplitude oscillations of eigenmodes corresponding to $\omega=\sqrt{5}$ through the long-range potential.

For a molecular dynamics simulation with a large number of atoms, integer multiples of the half-periods of the eigenmodes (also called the normal modes) are essentially closely packed over the real line. Therefore, in practice, it is virtually impossible to choose a value for $h_{2}$ that does not resonate with at least one of the eigenmodes, as illustrated with this example. Remarkably, the results on the very simple one-degree of freedom system in Sections 3.2 and 3.3 provide a clear explanation of the behavior observed in this example, and can be extrapolated to infer some aspects of the behavior for more complex systems. Fundamentally, what makes it possible is precisely the apparent lack of interaction among different modes of the lattice at the early stages of the resonant behavior.

### 3.4.2 Solid dynamics analog

The second set of studies focus on a finite-element-like simulation, such as those used in solid mechanics for linear elastic problems. These cases usually lack a longrange force and are characterized by the existence of a range of element stiffness values, arising from the presence of different material properties and element sizes. Moreover, in many situations element stiffness values vary smoothly throughout the domain.

The potential energy for an elastic solid can be written as a sum of elemental contributions. An AVI discretization then naturally follows by assigning a possiblydifferent time step to each one of the elements, see [58]. The time step of each element is inversely proportional to its element stiffness value, and hence softer elements are allocated larger time steps.

If adaptive mesh refinement strategies are adopted, then the range of elemental stiffness values could possibly be very wide. In fact, some elements in the mesh are often integrated with time steps that are near an integer multiple of the half-period of a resonant mode of the structure. Why is then that the expected resonances are generally not encountered in practice, as evidenced in the simulations in [57, 58, 59]? The answer is that the resonances are still present, as the foregoing analysis demonstrates. However, their amplitude and width are so small that they are hardly noticed
in practice. The key difference with the molecular dynamics case in Section 3.4.1 lies in the absence of the long-range force. We shall illustrate these ideas with an example next.

We consider herein the same harmonic lattice adopted for the example in Section 3.4.1, in this case with no long-range gravitational potential and with a larger unit cell. The potential energy for each one of the springs connecting two neighboring masses is again determined by the harmonic approximation in Eq. (3.35), and displacements are restricted to be periodic, as specified earlier. When all springs are identical, the stiffness matrix of this lattice is identical to that obtained by identifying each triangle in the lattice as a piecewise linear finite-element made of an isotropic linear elastic material with Lame constants $\lambda=\mu=\sqrt{3} k / 4$.

To represent the spatially varying stiffness values, we consider two different configurations of the springs: 1) only one spring in the unit cell is soft, while all the remaining ones are stiff, see Fig. 3.14(a); and 2) a core of several soft springs, while the rest of the springs in the unit cell are stiff, as shown in Fig. 3.14(b). In both instances, however, all springs but one are integrated with a small time step $h_{1}$, while one of the soft springs, the same in both cases, is integrated with a longer time step $h_{2}$, see Fig. 3.14. For both types of lattices, the relevant eigenmodes to study the resonant behavior are those of the unit cell without the only soft spring integrated with a longer time step. We shall henceforth refer to these as the eigenmodes.

For all the forthcoming numerical examples we have adopted the values of $n=7$, $L=1$ and $k=1$ for the stiff springs and $k=0.33$ for the soft ones. We have purposely decided to avoid making the latter much smaller than the former, so as to highlight other types of phenomena that may also occur, as we shall next see. As in Section 3.4.1, we set $h_{1}=0.001$ so that it is much smaller than the period of any natural frequency in the lattice. The time step $h_{2}$ was varied from 1.3 to 1.6 in increments of 0.005. The total energy of the system was recorded at the end of a simulation with a total simulation time equal to 500 .

Fig. 3.15 shows the total value of the energy at the end of each simulation as a function of $h_{2}$ for the first case, i.e., when only one soft spring is considered. The dots on the horizontal axis represent the half-period of the eigenmodes that fall within

(a) One soft spring

(b) Core of soft springs

Figure 3.14: Solid mechanics analogs using harmonic lattices. The soft spring integrated with a large time step $h_{2}$ is drawn with a dotted line. In the case depicted on the right the rest of the soft springs, which are integrated with a small time step $h_{1}$, are drawn with a dashed line. Stiff springs are drawn with a solid line.
this time step range and are coupled to the soft spring (only three eigenmodes). As before, when the time step $h_{2}$ is near the half-period of one of the eigenmodes, resonant behavior was observed. However, in this case the resonance plot is not as simple as that in Section 3.4.1. In addition to the resonance instabilities that correspond to each one of the natural frequencies of the system, we observe a number of other peaks between the dots on the horizontal axis. This more complex profile results from a coupling between modes whose frequencies are close to one another given that the stiffness of the soft springs, 0.33 , is not much smaller than that of the stiff ones, 1 . These instabilities can be understood by analyzing a system of two harmonic oscillators joined by a third spring, in which the former are integrated with a smaller time step than the latter. We shall not expand on this observation, but just note that other types of resonances can be observed in addition to those arising from the excitation of a single eigenmode.

We now turn to the case where we have a core of soft springs, but in which only one of them is integrated with a long time step $h_{2}$. The total energy at the end of the simulation as a function of $h_{2}$ is shown in Fig. 3.16. The marks on the horizontal axis indicate the half-periods of those eigenmodes that fall within this time step range and


Figure 3.15: Total energy of the harmonic lattice as a function of the time step adopted for the integration of the single soft spring in the lattice. The dots on the horizontal axis indicate integer multiples of half-periods of the eigenmodes in this time interval. Only those eigenmodes that are coupled to the soft spring are shown. Two types of resonances are observed, those that excite eigenmodes with the same natural frequency, recognized by the dots within them, and those that excite combinations of eigenmodes, as detailed in the text.
have some non-negligible coupling with the soft spring integrated with a long time step. We observe that only the energy peak located near $h_{2}=1.56$ corresponds to one of the natural frequencies of the lattice (dot), with the other five peaks resulting from coupling between two or three eigenmodes. The marks at the energy peaks identify which modes are involved in the coupling that produces the observed instability. The eigenmode with half-period near 1.56 is involved in all five coupling events. For example the peak located at 1.45 is the product of coupling between the eigenmode with a half-period near 1.35 (triangle) and the eigenmode with a half-period near 1.56 (dot). In addition notice that the vertical energy scale is much shorter than that in Fig. 3.15. Resonances are still present, but they have been severely tamed and are much narrower than those in Fig. 3.15 when the soft core was absent.

To explain this result, it is convenient to take a look at the stiffness matrix of the entire lattice $\mathbf{K}$. We can decompose $\mathbf{K}$ as $\mathbf{K}=\mathbf{K}_{\mathbf{1}}+\mathbf{K}_{\mathbf{2}}$ where $\mathbf{K}_{\mathbf{2}}$ contains the one soft spring being integrated with the long time step and $\mathbf{K}_{\mathbf{1}}$ contains all of the other springs (containing in fact both stiff and soft springs). The equation of motion


Figure 3.16: Total energy of the harmonic lattice with a core of soft springs, in which only one of these springs is integrated with a longer time step. This time step is indicated on the horizontal axis. The marks on the horizontal axis indicate the halfperiods of the eigenmodes that have a non-negligible coupling with the spring with the long time step. Observe that only the energy peak denoted by the dot occurs at one of the natural frequencies of the lattice. The other peaks result from a coupling between modes with the same mark and the mode marked by a dot. For example the energy peak at 1.45 is due to a coupling between the mode with half-period 1.35 (triangle) and the mode with half-period 1.56 (dot). Notice that, in comparison with Fig. 3.15, the vertical axis has a drastically shorter energy scale, reflecting the fact that resonances in this case are much weaker and narrower than when only one soft spring is present in the entire lattice.
is given by

$$
\ddot{x}+\left(\mathbf{K}_{\mathbf{1}}+\mathbf{K}_{\mathbf{2}}\right) x=0 .
$$

Now we can perform an eigenvector transformation for $\mathbf{K}_{\mathbf{1}}$ which gives

$$
\ddot{y}+\left(\boldsymbol{\Lambda}+\mathbf{V}^{\mathrm{T}} \mathbf{K}_{\mathbf{2}} \mathbf{V}\right) y=0
$$

where $\mathbf{K}_{\mathbf{1}}=\mathbf{V} \boldsymbol{\Lambda} \mathbf{V}^{\mathrm{T}}$ and $y=\mathbf{V}^{\mathrm{T}} x$. This equation shows that, similar to the molecular dynamics case, there is a coupling between the soft spring with a long time step and the stiff modes. However this coupling is given by matrix $\mathbf{V}^{\mathrm{T}} \mathbf{K}_{\mathbf{2}} \mathbf{V}$. Because of the presence of the soft core, the entries in $\mathbf{V}^{\mathrm{T}} \mathbf{K}_{\mathbf{2}} \mathbf{V}$ corresponding to stiff modes are very small, since as we shall see, stiff eigenmodes decay rapidly once they enter the region with soft springs. It then follows that the very small coupling terms in $\mathbf{V}^{\mathrm{T}} \mathbf{K}_{\mathbf{2}} \mathbf{V}$ for the stiff modes effectively makes the soft spring integrated with time step $h_{2}$ even softer. As can be seen from Eqs. (3.7) and (3.8), the resulting resonances are still present, but they will be narrow and weak. Therefore, resonances are seldom observed in these types of simulations.

We showcase next the exponential decay of the high-frequency eigenvectors in the soft region through a one-dimensional example. Consider a system of 20 springs made of 10 springs with stiffness $k_{1}=8$ attached to 10 other springs with stiffness $k_{2}=1$, and identical masses between any two consecutive springs. The eigenvectors must satisfy the following equations:

$$
k^{(i-1)}\left(x_{i}-x_{i-1}\right)-k^{(i)}\left(x_{i+1}-x_{i}\right)=\lambda x_{i}, \quad i=2, \ldots, 20
$$

where $x_{i}$ indicates the position of mass $i$ and $k^{(i)}$ is the stiffness of spring $i$ which connects masses $i$ and $i+1$. A high-frequency eigenvector has $\lambda \gg k_{2}$. To estimate its decay in the region with soft springs, we assume that $\left|x_{i+1}\right| \ll\left|x_{i}\right|$ for $i \geq 12$. Then in this region

$$
x_{i} \approx \frac{k_{2}}{2 k_{2}-\lambda} x_{i-1}
$$

This corresponds to a geometric decay with rate $\approx-k_{2} / \lambda$. Fig. 3.17 plots the first three stiffest eigenvectors. The circles correspond to the predicted geometric decay.

We see that the prediction is quite accurate.
This example demonstrates that stiff eigenvectors decay exponentially fast when they enter a soft region. A similar phenomenon should be valid in two-dimensional and three-dimensional meshes as well. In a mechanical problem then, soft regions of the mesh are only "locally" coupled to stiff ones. A soft element can still induce resonances in nearby stiff regions, but the strength of their coupling is exponentially small with the distance between them.




Figure 3.17: Exponential decay of eigenvectors over core of soft springs. The circles are the analytical approximation of the decay. The agreement between the two is rather good.

### 3.5 Summary

We studied the stability of AVI integrators and showed that results derived for the synchronous r-RESPA family of integrators can be generalized to asynchronous integrators such as AVI. We provided sufficient conditions for stability. We postulated that for a system of two 1-D springs with different stiffnesses an instability is observed when the synchronization time $p h_{1}=q h_{2}$ is near a multiple of the half-period of the stiff potential. We motivated a conjecture that implies that the set of resonant time steps is dense, which was verified using systematic numerical tests. It also follows from the conjecture that arbitrarily small unstable time steps exist and, indeed, very small unstable time steps were found numerically. Most of these resonances were found to be very weak, and of little importance in practice. We characterized the strongest resonances through a family of curves parametrized by two integers, which reproduced the numerical results very well.

In addition, we examined the resonance behavior of AVI in molecular dynamics and solid mechanics. The main result is that resonances are easily observed in molecular dynamics due to the strong coupling between stiff modes and soft long-range forces (e.g. electrostatic forces). On the other hand, resonant behavior is rarely seen in solid mechanics because the smooth gradient of element stiffnesses leads to a very weak coupling and hence very narrow bands of resonant time steps.

Finally, the analyses herein are only concerned with the linear stability of the method. Other important resonances may be induced by the non-linearities in the system. Some results in this direction in the vicinity of stable equilibrium points are presented in [82]. Additionally, we note that classical techniques for enhancing the stability of multiple time stepping schemes such as MOLLY [51], the isokinetic NoséHoover chain RESPA [69], and the two-force method [40, 41] may be applicable to AVI, and may lead to improved robustness for the method. The two-force method is very promising since it removes all instabilities in the integrator. However it currently has two drawbacks: it can be computationally expensive and it does not extend to three or more time steps without exponentially increasing its computational cost. In the next chapter we will discuss how another technique for quelling resonances, Langevin equations [3, 4, 77], can be extended to the AVI setting.

## Chapter 4

## A Stochastic Variational Integrator

The formulation of AVI presented thus far is only applicable to Hamiltonian systems. However there are situations where it is desirable to explore non-Hamiltonian dynamics. For instance, in practice the size of the time steps used in molecular dynamics simulations is often limited by the presence of resonances. One approach for mitigating the undesirable effect of these resonances is to introduce numerical damping through Langevin dynamics. In addition to quelling resonances Langevin dynamics also functions as a stochastic thermostat and models the influence of explicit water molecules on solvated proteins. Since the dynamics are no longer Hamiltonian, the standard AVI cannot be applied directly to these simulations. In this chapter we describe how a stochastic version of AVI can be derived from the variational framework that is applicable for Langevin dynamics. In addition we show that, depending on how the action is approximated, different stochastic variational integrators (SVI) can be obtained. To illustrate their functionality, we conclude by applying one of the proposed integrators to an MD simulation of a simple peptide.

### 4.1 Continuous Variational Principle

We begin by extending the variational framework to Langevin dynamics in the continuous setting. Define the stochastic action [add citation] of the system to be

$$
S^{\mathrm{S}}[q(\cdot)]=\int_{0}^{T} e^{\gamma t}\left(\sum_{a=1}^{N} \frac{1}{2} m_{a}\left\|\dot{q}_{a}\right\|^{2}-V(q)\right) d t+\int_{0}^{T} e^{\gamma t} \sum_{a=1}^{N} \sum_{\alpha=1}^{d} \sigma_{a} q_{a \alpha} \circ d W_{a \alpha}(t)
$$

where $\gamma$ is the friction coefficient, $\sigma_{a}^{2}=2 \gamma m_{a} k_{B} T, d$ is the number of dimensions for the vector $q_{a}$, and $W_{a}(t)$ is a vector of standard white noise, i.e.

$$
\left\langle W_{a}(t)\right\rangle=\overrightarrow{0}, \quad\left\langle W_{a}(t) W_{a}\left(t^{\prime}\right)^{T}\right\rangle=\delta\left(t-t^{\prime}\right) \mathbf{I}_{d \times d}
$$

Note that this action differs from the one defined in Sec. 2.1 in two respects. First we have introduced an integrating factor $\exp (\gamma t)$ in order to reproduce the friction term in Langevin dynamics. Second a stochastic term has been added to account for the random force. Here the stochastic integral is defined in the Stratonovich sense instead of Ito because the chain rule of ordinary calculus holds for the former but not the latter. This will be helpful as we derive the Euler-Lagrange equations using variational calculus. Applying the variational principle to this action and assuming that the trajectory $q(t)$ is a stationary point gives

$$
0=\delta S^{\mathrm{s}}=\int_{0}^{T} e^{\gamma t} \sum_{a=1}^{N}\left(m_{a} \dot{q}_{a} \delta \dot{q}_{a}-\frac{\partial V(q)}{\partial q_{a}} \delta q_{a}\right) d t+\int_{0}^{T} e^{\gamma t} \sum_{a=1}^{N} \sigma_{a} \delta q_{a} \circ d W_{a}(t)
$$

Using integration by parts and applying the boundary conditions $\delta q_{a}(0)=0$ and $\delta q_{a}(T)=0$ we have

$$
\begin{aligned}
0= & {\left[e^{\gamma t} \sum_{a=1}^{N} m_{a} \dot{q}_{a} \delta q_{a}\right]_{t=0}^{t=T}-\int_{0}^{T} \sum_{a=1}^{N}\left(m_{a} \frac{d}{d t}\left(\dot{q}_{a} e^{\gamma t}\right) \delta q_{a}+e^{\gamma t} \frac{\partial V(q)}{\partial q_{a}} \delta q_{a}\right) d t } \\
& +\int_{0}^{T} e^{\gamma t} \sum_{a=1}^{N} \sigma_{a} \delta q_{a} \circ d W_{a}(t) \\
= & -\int_{0}^{T} \sum_{a=1}^{N}\left(m_{a}\left(\ddot{q}_{a}+\gamma \dot{q}_{a}\right)+\frac{\partial V(q)}{\partial q_{a}}\right) \delta q_{a} e^{\gamma t} d t+\int_{0}^{T} e^{\gamma t} \sum_{a=1}^{N} \sigma_{a} \delta q_{a} \circ d W_{a}(t) \\
= & \int_{0}^{T} e^{\gamma t} \sum_{a=1}^{N} \delta q_{a}\left[\left(-m_{a} \ddot{q}_{a}-\gamma m_{a} \dot{q}_{a}-\frac{\partial V(q)}{\partial q_{a}}\right) d t+\sigma_{a} \circ d W_{a}(t)\right] .
\end{aligned}
$$

Since the last equality must hold for all variations $\delta q_{a}(t)$ the following stochastic differential equation (SDE) needs to be satisfied for each particle:

$$
d p_{a}=\left(-\frac{\partial V(q)}{\partial q_{a}}-\gamma p_{a}\right) d t+\sigma_{a} d W_{a}(t)
$$

where $p_{a}=m_{a} \dot{q}_{a}$ is the momentum of coordinate $q_{a}$. Note that the Stratonovich integral has been replaced with the Ito integral since the two are identical when the integrand is independent of time. Hence the Euler-Lagrange equations obtained from the proposed stochastic action are exactly the Langevin equations.

### 4.2 Discrete Variational Principle

Similar to the procedure adopted in Sec. 2.2 stochastic variational integrators for Langevin dynamics can be constructed by mimicking the variational structure in the discrete setting. The idea once again is to approximate the stochastic action over a discrete trajectory and use a discrete variational principle to obtain the integrator. More precisely, the time interval $[0, T]$ is partitioned into a sequence of times $\left\{t^{j}\right\}=$ $\left\{t^{0}=0, \ldots, t^{M}=T\right\}$ with a time step $h$, and a discrete trajectory on this partition is a sequence of positions $\left\{q^{j}\right\}=\left\{q^{0}, \ldots, q^{M}\right\}$. To derive an integrator we need to
construct a stochastic discrete Lagrangian that approximates the stochastic action over one time step $h$. This involves approximating the two integrals in the stochastic action. For the deterministic integral, a suitable discrete approximation is given by

$$
\begin{aligned}
& \int_{0}^{T} e^{\gamma t}\left(\sum_{a=1}^{N} \frac{1}{2} m_{a}\left\|\dot{q}_{a}\right\|^{2}-V(q)\right) d t \\
& \approx \sum_{j=0}^{M-1} e^{\gamma t^{j+1 / 2}} h\left(\sum_{a=1}^{N} \frac{1}{2} m_{a}\left\|\frac{q_{a}^{j+1}-q_{a}^{j}}{h}\right\|^{2}-\frac{V\left(q^{j}\right)+V\left(q^{j+1}\right)}{2}\right) .
\end{aligned}
$$

Here we take the same discretization as VV for the kinetic and potential energy terms and simply evaluate the exponential integrating factor at the midpoint of the time interval $\left(t^{j}, t^{j+1}\right)$. The stochastic integral can be approximated as follows:

$$
\begin{aligned}
& \int_{0}^{T} e^{\gamma t} \sum_{a=1}^{N} \sum_{\alpha=1}^{d} \sigma_{a} q_{a \alpha} \circ d W_{a \alpha}(t) \\
& =\sum_{j=0}^{M-1} \int_{t^{j}}^{t^{j+1}} e^{\gamma t} \sum_{a=1}^{N} \sum_{\alpha=1}^{d} \sigma_{a} q_{a \alpha} \circ d W_{a \alpha}(t) \\
& \approx \sum_{j=0}^{M-1} \sum_{a=1}^{N} \sum_{\alpha=1}^{d}\left[q_{a \alpha}^{j} \sigma_{a} \int_{t^{j}}^{t^{j+1 / 2}} e^{\gamma t} \circ d W_{a \alpha}(t)+q_{a \alpha}^{j+1} \sigma_{a} \int_{t^{j+1 / 2}}^{t^{j+1}} e^{\gamma t} \circ d W_{a \alpha}(t)\right] .
\end{aligned}
$$

Here we have taken $q(t)$ to be constant and equal to $q^{j}$ when $t$ is in the time interval $\left(t^{j-1 / 2}, t^{j+1 / 2}\right)$. These two stochastic integrals can be evaluated exactly by using a result from stochastic calculus [add citation]

$$
\sigma_{a} e^{-\gamma h / 2} \int_{0}^{h / 2} e^{\gamma s} \circ d W_{a}(s)=\sigma_{a} e^{-\gamma h / 2} \int_{0}^{h / 2} e^{\gamma s} d W_{a}(s)=N\left(0, m_{a} k_{B} T\left(1-e^{-\gamma h}\right)\right) .
$$

The first equality, which states that the Stratonovich and Ito integrals are equal, is a consequence of having an integrand that is a deterministic function of time. In this instance the drift correction term that arises from converting Stratonovich to Ito is identically zero. Applying this result to the approximation of the stochastic integral
in the stochastic action gives

$$
\begin{aligned}
& \int_{0}^{T} e^{\gamma t} \sum_{a=1}^{N} \overrightarrow{1} \cdot\left(\sigma_{a} q_{a} \circ d W_{a}(t)\right) \\
& \approx \sum_{j=0}^{M-1} \sum_{a=1}^{N} \sum_{\alpha=1}^{d}\left[q_{a \alpha}^{j} \sigma_{a} e^{\gamma^{j}} \int_{0}^{h / 2} e^{\gamma s} \circ d W_{a \alpha}(s)+q_{a \alpha}^{j+1} e^{\gamma t^{j+1 / 2}} \sigma_{a} \int_{0}^{h / 2} e^{\gamma s} \circ d W_{a \alpha}(s)\right] \\
& =\sum_{j=0}^{M-1} \sum_{a=1}^{N} \sum_{\alpha=1}^{d}\left(q_{a \alpha}^{j} e^{\gamma t^{j+1 / 2}} \xi_{a \alpha}^{j+1 / 2}+q_{a \alpha}^{j+1} e^{\gamma t^{j+1}} \xi_{a \alpha}^{j+1}\right)
\end{aligned}
$$

where $\xi_{a}^{j}$ is a normal random vector with mean $\overrightarrow{0}$ and covariance matrix given by $\left(m_{a} k_{B} T\left(1-e^{-\gamma h}\right)\right) \delta_{l m}$. For every time step $h$ the random vector needs to be sampled twice.

Therefore an approximation of the stochastic action is given by the following action sum:

$$
S_{\mathrm{d}}^{\mathrm{s}}\left[\left\{q^{j}\right\}\right]=\sum_{j=0}^{M-1} L_{\mathrm{d}}^{\mathrm{s}}\left(q^{j}, q^{j+1}, j\right)
$$

where the stochastic discrete Lagrangian $L_{\mathrm{d}}^{\mathrm{s}}(q, \tilde{q}, j)$ takes the form

$$
\begin{align*}
L_{\mathrm{d}}^{\mathrm{s}}(q, \tilde{q}, j) & =e^{\gamma t^{j+1 / 2}} h\left(\sum_{a=1}^{N} \frac{1}{2} m_{a}\left\|\frac{\tilde{q}_{a}-q_{a}}{h}\right\|^{2}-\frac{V(q)+V(\tilde{q})}{2}\right)  \tag{4.1}\\
& +\sum_{a=1}^{N} \sum_{\alpha=1}^{d}\left(q_{a \alpha} e^{\gamma t^{j+1 / 2}} \xi_{a \alpha}^{j+1 / 2}+\tilde{q}_{a \alpha} e^{\gamma t^{j+1}} \xi_{a \alpha}^{j+1}\right) \tag{4.2}
\end{align*}
$$

The integrator follows from the discrete Euler-Lagrange equations for this discretization:

$$
\frac{\partial}{\partial q} L_{\mathrm{d}}^{\mathrm{s}}\left(q^{j}, q^{j+1}, j\right)+\frac{\partial}{\partial \tilde{q}} L_{\mathrm{d}}^{\mathrm{s}}\left(q^{j-1}, q^{j}, j-1\right)=0
$$

for $j=1, \ldots, M-1$, where $\partial L_{\mathrm{d}}^{\mathrm{s}}(\cdot, \cdot) / \partial q$ and $\partial L_{\mathrm{d}}^{\mathrm{s}}(\cdot, \cdot) / \partial \tilde{q}$ indicate the partial derivatives of $L_{\mathrm{d}}^{\mathrm{s}}$ with respect to its first and second arguments, respectively. The discrete
momenta $\left\{p^{j}\right\}$ are generally defined, via a discrete Legendre transform, to be

$$
\begin{equation*}
p_{a}^{j} e^{\gamma t^{j}}=\frac{\partial}{\partial \tilde{q}_{a}} L_{\mathrm{d}}^{\mathrm{s}}\left(q^{j-1}, q^{j}, j-1\right)=-\frac{\partial}{\partial q_{a}} L_{\mathrm{d}}^{\mathrm{s}}\left(q^{j}, q^{j+1}, j\right), \tag{4.3}
\end{equation*}
$$

where the second equality follows from the discrete Euler-Lagrange equations. Comparing this expression to (2.2) note that the momenta are scaled by the integrating factor. This is a consequence of introducing the integrating factor $\exp (\gamma t)$ into the definition of the stochastic action. Substituting the stochastic discrete Lagrangian (4.1) into Eq. (4.3) gives:

$$
\begin{aligned}
& p_{a}^{j} e^{\gamma^{j}}=e^{\gamma^{j-1 / 2}} m_{a}\left(\frac{q_{a}^{j}-q_{a}^{j-1}}{h}\right)-e^{\gamma^{j-1 / 2}} \frac{h}{2} \frac{\partial V}{\partial q_{a}}\left(q_{a}^{j}\right)+e^{\tau^{j}} \xi_{a}^{j} \\
& p_{a}^{j} e^{\gamma t^{j}}=e^{\gamma t^{j+1 / 2}} m_{a}\left(\frac{q_{a}^{j+1}-q_{a}^{j}}{h}\right)+e^{\gamma t^{j+1 / 2}} \frac{h}{2} \frac{\partial V}{\partial q_{a}}\left(q_{a}^{j}\right)-e^{\gamma t^{j+1 / 2}} \xi_{a}^{j+1 / 2}
\end{aligned}
$$

The second momentum equation can be rearranged to give

$$
p_{a}^{j+1 / 2}=e^{-\gamma h / 2} p_{a}^{j}-\frac{h}{2} \frac{\partial V}{\partial q_{a}}\left(q_{a}^{j}\right)+\xi_{a}^{j+1 / 2}
$$

while the first equation, replacing $j$ with $j+1$, results in

$$
p_{a}^{j+1}=e^{-\gamma h / 2}\left(p_{a}^{j+1 / 2}-\frac{h}{2} \frac{\partial V}{\partial q_{a}}\left(q_{a}^{j+1}\right)\right)+\xi_{a}^{j+1} .
$$

Hence the numerical integrator arising from the stochastic discrete Lagrangian (4.1) is

$$
\begin{aligned}
p_{a}^{*} & =e^{-\gamma h / 2} p_{a}^{j}+\xi_{a}^{j+1 / 2} \\
p_{a}^{j+1 / 2} & =p_{a}^{*}-\frac{h}{2} \frac{\partial V}{\partial q_{a}}\left(q_{a}^{j}\right) \\
q_{a}^{j+1} & =q_{a}^{j}+\frac{h}{m_{a}} p_{a}^{j+1 / 2} \\
p_{a}^{* *} & =p_{a}^{j+1 / 2}-\frac{h}{2} \frac{\partial V}{\partial q_{a}}\left(q_{a}^{j+1}\right) \\
p_{a}^{j+1} & =e^{-\gamma h / 2} p_{a}^{* *}+\xi_{a}^{j+1} .
\end{aligned}
$$

Observe that this integrator is essentially the VV integrator sandwiched by two stochastic half-steps. During these half-steps, an impulse due to the random force is applied to the friction-dampened velocity.

A property that translates from the continuous setting to the discrete environment is the near preservation of the Boltzmann distribution. From the Fokker-Planck equation, the equilibrium phase-space distribution for the Langevin equations is Boltzmann so given an initial set of phase-space points satisfying the Boltzmann distribution, all subsequent snapshots of phase-space will also be Boltzmann. Since the stochastic updates are simply resampling the momenta according to the Boltzmann distribution and the inner VV integrator nearly preserves the Boltzmann distribution because the Hamiltionian is conserved to second-order, this stochastic integrator nearly preserves the Boltzmann distribution.

### 4.3 Extension to AVI

The formalism presented in Sec. 4.2 can be extended to handle multiple potentials, each with its own time step. Depending on how the stochastic action is approximated, a host of integrators can be derived from the variational framework. Here we will present three such approximations, beginning with one that borrows from the formulation seen in Sec. 2.5. To recall consider a system whose potential $V(q)$ can be written as the sum of $K$ potentials:

$$
V(q)=\sum_{k=1}^{K} V_{k}(q)
$$

Then assign to each potential $V_{k}$ a sequence of times $\left\{0=t_{k}^{0}<\ldots<t_{k}^{M_{k}}=T\right\}$. Additionally, we construct the sequence of all times in the system $\left\{\theta^{0}<\theta^{1}<\ldots<\theta^{M}\right\}$ by lumping together all potential times in a strictly increasing sequence. Denoting the position of the system at time $\theta^{i}$ by $q^{i}$, a discrete trajectory is the sequence of positions $\left\{q^{0}, \ldots, q^{M}\right\}$. For each time $\theta^{i}$ we define the set $\mathcal{K}(i)$ as:

$$
\mathcal{K}(i)=\left\{k \mid \exists j, t_{k}^{j}=\theta^{i}\right\} .
$$

For each $k \in \mathcal{K}(i)$, we can define:

$$
h_{k}^{i+1 / 2} \stackrel{\text { def }}{=} t_{k}^{j+1}-t_{k}^{j} \text { and } h_{k}^{i-1 / 2} \stackrel{\text { def }}{=} t_{k}^{j}-t_{k}^{j-1}
$$

where $t_{k}^{j}=\theta^{i}$.
Combining elements from the discrete Lagrangians found in Eqs. (2.6) and (4.1) leads to the following:

$$
\begin{align*}
& L_{\mathrm{d}}^{\mathrm{s}}(q, \tilde{q}, i)= \\
& e^{\gamma \theta^{i+1 / 2}}\left(\sum_{a=1}^{N} \frac{1}{2} m_{a} \Delta \theta^{i}\left\|\frac{\tilde{q}_{a}-q_{a}}{\Delta \theta^{i}}\right\|^{2}-\sum_{k \in \mathcal{K}(i)} \frac{h_{k}^{i+1 / 2}}{2} V_{k}(q)-\sum_{k \in \mathcal{K}(i+1)} \frac{h_{k}^{i+1 / 2}}{2} V_{k}(\tilde{q})\right) \\
&  \tag{4.4}\\
& +\sum_{a=1}^{N} \sum_{\alpha=1}^{d}\left(q_{a \alpha} e^{\gamma^{i+1 / 2}} \xi_{a \alpha}^{i+1 / 2}+\tilde{q}_{a \alpha} e^{\gamma \theta^{i+1}} \xi_{a \alpha}^{i+1}\right)
\end{align*}
$$

with $\Delta \theta^{i}=\theta^{i+1}-\theta^{i}, \theta^{i+1 / 2}=\left(\theta^{i}+\theta^{i+1}\right) / 2$, and $\xi_{a}^{i+1 / 2}$ and $\xi_{a}^{i+1}$ are normal random vectors with mean $\overrightarrow{0}$ and covariance matrix given by $\left(m_{a} k_{B} T\left(1-e^{-\gamma \Delta \theta^{i}}\right)\right) \delta_{l m}$. Using this stochastic discrete Lagrangian, the action sum is simply

$$
S_{\mathrm{d}}^{\mathrm{s}}=\sum_{i=0}^{M-1} L_{\mathrm{d}}^{\mathrm{s}}\left(q^{i}, q^{i+1}, i\right)
$$

The stochastic discrete Lagrangian $L_{\mathrm{d}}^{\mathrm{s}}$ is not a consistent approximation of the stochastic action during the time interval $\left(\theta^{i}, \theta^{i+1}\right)$ but it is a consistent approximation of the stochastic action. The discrete Euler-Lagrange equations take the form:

$$
\begin{align*}
& m_{a} \dot{q}_{a}^{i+1 / 2} e^{\gamma \theta^{i+1 / 2}}-m_{a} \dot{q}_{a}^{i-1 / 2} e^{\gamma \theta^{i-1 / 2}}= \\
& \quad-\sum_{k \in \mathcal{K}(i)} \frac{h_{k}^{i-1 / 2} e^{\gamma \theta^{i-1 / 2}}+h_{k}^{i+1 / 2} e^{\gamma \theta^{i+1 / 2}}}{2} \frac{\partial V_{k}}{\partial q_{a}}\left(q^{i}\right)+e^{\gamma \theta^{i}} \xi_{a}^{i}+e^{\gamma \theta^{i+1 / 2}} \xi_{a}^{i+1 / 2} \tag{4.5}
\end{align*}
$$

where

$$
\dot{q}_{a}^{i+1 / 2} \stackrel{\text { def }}{=} \frac{q_{a}^{i+1}-q_{a}^{i}}{\theta^{i+1}-\theta^{i}} .
$$

Eq. (4.3) defines the momenta $\left\{p^{0}, \ldots, p^{M}\right\}$, as

$$
\begin{aligned}
p_{a}^{i} e^{\gamma \theta^{i}} & =m_{a} \dot{q}_{a}^{i-1 / 2} e^{\gamma \theta^{i-1 / 2}}-e^{\gamma \theta^{i-1 / 2}} \sum_{k \in \mathcal{K}(i)} \frac{h_{k}^{i-1 / 2}}{2} \frac{\partial V_{k}}{\partial q_{a}}\left(q^{i}\right)+e^{\gamma \theta^{i}} \xi_{a}^{i} \\
& =m_{a} \dot{q}_{a}^{i+1 / 2} e^{\gamma \theta^{i+1 / 2}}+e^{\gamma \theta^{i+1 / 2}} \sum_{k \in \mathcal{K}(i)} \frac{h_{k}^{i+1 / 2}}{2} \frac{\partial V_{k}}{\partial q_{a}}\left(q^{i}\right)-e^{\gamma \theta^{i+1 / 2}} \xi_{a}^{i+1 / 2}
\end{aligned}
$$

Letting $p_{a}^{i+1 / 2}=m_{a} \dot{q}_{a}^{i+1 / 2}$ the second momentum equation can be rearranged to give

$$
p_{a}^{i+1 / 2}=e^{-\gamma \Delta \theta^{i} / 2} p_{a}^{i}-\sum_{k \in \mathcal{K}(i)} \frac{h_{k}^{i+1 / 2}}{2} \frac{\partial V_{k}}{\partial q_{a}}\left(q^{i}\right)+\xi_{a}^{i+1 / 2}
$$

while the first equation, replacing $i$ with $i+1$, results in

$$
p_{a}^{i+1}=e^{-\gamma \Delta \theta^{i} / 2}\left(p_{a}^{i+1 / 2}-\sum_{k \in \mathcal{K}(i+1)} \frac{h_{k}^{i+1 / 2}}{2} \frac{\partial V_{k}}{\partial q_{a}}\left(q^{i+1}\right)\right)+\xi_{a}^{i+1} .
$$

Hence the numerical integrator arising from the stochastic discrete Lagrangian (4.4) is

$$
\begin{aligned}
p_{a}^{*} & =e^{-\gamma \Delta \theta^{i} / 2} p_{a}^{i}+\xi_{a}^{i+1 / 2} \\
p_{a}^{i+1 / 2} & =p_{a}^{*}-\sum_{k \in \mathcal{K}(i)} \frac{h_{k}^{i+1 / 2}}{2} \frac{\partial V_{k}}{\partial q_{a}}\left(q^{i}\right) \\
q_{a}^{i+1} & =q_{a}^{i}+\frac{\Delta \theta^{i}}{m_{a}} p_{a}^{i+1 / 2} \\
p_{a}^{* *} & =p_{a}^{i+1 / 2}-\sum_{k \in \mathcal{K}(i+1)} \frac{h_{k}^{i+1 / 2}}{2} \frac{\partial V_{k}}{\partial q_{a}}\left(q^{i+1}\right) \\
p_{a}^{i+1} & =e^{-\gamma \Delta \theta^{i} / 2} p_{a}^{* *}+\xi_{a}^{i+1} .
\end{aligned}
$$

Observe that when all of time steps $h_{k}$ are identical this integrator reduces to the integrator proposed in Sec. 4.2.

Another choice for the stochastic discrete Lagrangian is

$$
\begin{align*}
& L_{\mathrm{d}}^{\mathrm{s}}(q, \tilde{q}, i)= \\
& \quad e^{\gamma \theta^{i+1 / 2}}\left(\sum_{a=1}^{N} \frac{1}{2} m_{a} \Delta \theta^{i}\left\|\frac{\tilde{q}_{a}-q_{a}}{\Delta \theta^{i}}\right\|^{2}\right)-e^{\gamma \theta^{i}} \sum_{k \in \mathcal{K}(i)} \frac{h_{k}^{i+1 / 2}}{2} V_{k}(q) \\
& -e^{\gamma \theta^{i+1}} \sum_{k \in \mathcal{K}(i+1)} \frac{h_{k}^{i+1 / 2}}{2} V_{k}(\tilde{q})+\sum_{a=1}^{N} \sum_{\alpha=1}^{d}\left(q_{a \alpha} e^{\gamma \theta^{i+1 / 2}} \xi_{a \alpha}^{i+1 / 2}+\tilde{q}_{a \alpha} e^{\gamma \theta^{i+1}} \xi_{a \alpha}^{i+1}\right) . \tag{4.6}
\end{align*}
$$

The main difference between (4.4) and (4.6) is the time at which the exponential integrating factor is evaluated for the potential contributions $V_{k}$. By applying the trapezoidal rule to the product between the integrating factor and the potential $V_{k}$, the time is chosen to match the evaluation of the potential. This is contrasted by (4.4) where the midpoint of the time interval $\left(\theta^{i}, \theta^{i+1}\right)$ was used for the integrating factor and the trapezoidal rule was only applied to the potential. Using the same variational machinery as for (4.4), the resulting integrator is

$$
\begin{aligned}
p_{a}^{*} & =p_{a}^{i}-\sum_{k \in \mathcal{K}(i)} \frac{h_{k}^{i+1 / 2}}{2} \frac{\partial V_{k}}{\partial q_{a}}\left(q^{i}\right) \\
p_{a}^{i+1 / 2} & =e^{-\gamma \Delta \theta^{i} / 2} p_{a}^{*}+\xi_{a}^{i+1 / 2} \\
q_{a}^{i+1} & =q_{a}^{i}+\frac{\Delta \theta^{i}}{m_{a}} p_{a}^{i+1 / 2} \\
p_{a}^{* *} & =e^{-\gamma \Delta \theta^{i} / 2} p_{a}^{i+1 / 2}+\xi_{a}^{i+1} \\
p_{a}^{i+1} & =p_{a}^{* *}-\sum_{k \in \mathcal{K}(i+1)} \frac{h_{k}^{i+1 / 2}}{2} \frac{\partial V_{k}}{\partial q_{a}}\left(q^{i+1}\right) .
\end{aligned}
$$

Since the stochastic half-steps are now surrounded by the half-impulses from the potentials $V_{k}$, instead of vice versa, this integrator does not reduce to the integrator in Sec. 4.2 when all of the potentials are integrated with a single time step.

One situation where the stochastic integrators proposed so far might not be ideal is when the friction coefficient $\gamma$ is large, i.e. when the dynamics are in the Brownian regime. As is evident from examining the integrators, the time steps for the stochastic
updates are determined by the time steps chosen for the potentials $V_{k}$. If the potentials are smooth and/or slowly varying, the potential time steps $h_{k}$ may be quite large and consequently $\Delta \theta^{i}$ will also be large for some values of $i$. Since the characteristic time scale of the thermal motion in Langevin dynamics is $1 / \gamma$, the friction and random noise contributions will not be resolved accurately when large time steps are taken. One approach to circumvent this difficulty is to assign an independent time step $h_{0}$ for the integration of the stochastic contribution. Such an integrator can be obtained with the following approximation of the stochastic action:

$$
\begin{align*}
S_{\mathrm{d}}^{\mathrm{S}}\left(\left\{q_{i}\right\}\right)= & \sum_{i=0}^{M-1} e^{\gamma t_{0}^{j(i)}}\left(\sum_{a=1}^{N} \frac{1}{2} m_{a} \Delta \theta^{i}\left\|\frac{q_{a}^{i+1}-q_{a}^{i}}{\Delta \theta^{i}}\right\|^{2}\right) \\
& \quad-\sum_{k=1}^{K} \sum_{l=0}^{M_{k}-1}\left(t_{k}^{l+1}-t_{k}^{l}\right) \frac{e^{\gamma t_{0}^{j(k, l)}} V_{k}\left(q^{k, l}\right)+e^{\gamma t_{0}^{j(k, l+1)}} V_{k}\left(q^{k, l+1}\right)}{2} \\
& +\sum_{j=0}^{M_{0}-1} \sum_{a=1}^{N} \sum_{\alpha=1}^{d}\left(q_{a \alpha}^{0, j} e^{\gamma \tau_{0}^{j+1 / 2}} \xi_{a \alpha}^{j+1 / 2}+q_{a \alpha}^{0, j+1} e^{\gamma \tau_{0}^{j+1}} \xi_{a \alpha}^{j+1}\right) \tag{4.7}
\end{align*}
$$

where $q^{k, l}$ is the position at time $t_{k}^{l}$ and the times $t_{0}^{j(\cdot)}$ are defined as follows:

$$
\begin{aligned}
t_{0}^{j(i)} & =t_{0}^{j+1 / 2} \mid \theta^{i} \in\left[t_{0}^{j}, t_{0}^{j+1}\right) \\
t_{0}^{j(k, l)} & =t_{0}^{j+1 / 2} \mid t_{k}^{l} \in\left[t_{0}^{j}, t_{0}^{j+1}\right) \\
t_{0}^{j(k, l+1)} & =t_{0}^{j+1 / 2} \mid t_{k}^{l+1} \in\left(t_{0}^{j}, t_{0}^{j+1}\right] .
\end{aligned}
$$

Letting the scaled momemtum at time $\theta^{i}$ be given by $p_{a}^{i} e^{\gamma t_{0}^{j(i)}}$ and applying the discrete variational principle to (4.7), the integrator for the time interval $\left(\theta^{i}, \theta^{i+1}\right)$ where
$\theta^{i} \neq t_{0}^{j}$ and $\theta^{i+1} \neq t_{0}^{j}$ for all $j$ is exactly the AVI integrator:

$$
\begin{aligned}
p_{a}^{i+1 / 2} & =p_{a}^{i}-\sum_{k \in \mathcal{K}(i)} \frac{h_{k}^{i+1 / 2}}{2} \frac{\partial V_{k}}{\partial q_{a}}\left(q^{i}\right) \\
q_{a}^{i+1} & =q_{a}^{i}+\frac{\Delta \theta^{i}}{m_{a}} p_{a}^{i+1 / 2} \\
p_{a}^{i+1} & =p_{a}^{i+1 / 2}-\sum_{k \in \mathcal{K}(i+1)} \frac{h_{k}^{i+1 / 2}}{2} \frac{\partial V_{k}}{\partial q_{a}}\left(q^{i+1}\right) .
\end{aligned}
$$

When $\theta^{i}=t_{0}^{j}$ for some $j$ then the first half-step impulse is preceded by

$$
p_{a}^{*}=e^{-\gamma h_{0} / 2} p_{a}^{i}+\xi_{a}^{j+1 / 2}
$$

and when $\theta^{i+1}=t_{0}^{j}$ for some $j$ then the second half-step impulse is followed by

$$
p_{a}^{* *}=e^{-\gamma h_{0} / 2} p_{a}^{i+1}+\xi_{a}^{j+1} .
$$

Note that when all of time steps, including $h_{0}$, are replaced with a single time step, this integrator reduces to the integrator in Sec. 4.2.

### 4.4 Application of SVI to a Peptide

To investigate the consistency of the last of the three integrators proposed in the previous section we will apply it to a molecular dynamics simulation of a solvated 17-residue $\alpha$-helix peptide under periodic boundary conditions. Particle mesh Ewald (PME) was used to integrate the electrostatic potential, with the Ewald coefficient equal to 0.646 . Two time steps were adopted: a variable time step $h$ is assigned to the reciprocal-space portion of the Ewald sum while the time step for all other potentials, including the stochastic contribution from Langevin dynamics, is 1 fs . A friction coefficient of $5 \mathrm{ps}^{-1}$ was used and the temperature of the system was set at 300 K . Beginning with a 20-member ensemble of the solvated peptide drawn from the Boltzmann distribution, each ensemble member was simulated for 100 fs and its
final configurated was recorded. Using $h=1$ as the reference solution, the averaged trajectory error for time step $h$ is defined as

$$
\varepsilon_{h}=\left[\frac{1}{3 N_{\text {atoms }} N_{\text {ens }}} \sum_{j=1}^{N_{\text {ens }}} \sum_{a=1}^{N_{\text {atoms }}}\left\|q_{a, h}^{(j)}-q_{a, \text { ref }}^{(j)}\right\|_{2}^{2}\right]^{1 / 2}
$$

where $N_{\text {atoms }}$ is the number of atoms, $N_{\text {ens }}$ is the number of ensemble members, $q_{a, h}^{(j)}$ is the position vector of atom $a$ for the $j$-th ensemble member at 100 fs obtained by using time step $h$ for the reciprocal-space part of the Ewald sum, and $q_{a, \text { ref }}^{(j)}$ is the respective position vector when $h=1$. Taking values of $h$ from 1.2 to 3 fs in increments of 0.2 fs , the error $\varepsilon_{h}$ was computed and the results are shown in Fig. 4.1. From the plot it can be concluded that this particular stochastic integrator exhibits roughly first-order convergence with respect to $h$.


Figure 4.1: The averaged trajectory error as a function of the time step used for the reciprocal-space contribution of the Ewald sum. The time step for all other potentials, including the stochastic contribution from Langevin dynamics, was taken to be 1 fs . The integrator exhibits roughly first-order convergence.

### 4.5 Summary

We showed that stochastic variational integrators can be derived from the variational framework by modifying the action integral. However depending on how this stochastic action is discretized, a variety of integrators can be obtained. In this dissertation,
we only present numerical results for one of the integrators. Additional analysis and investigation is required to determine the benefits and disadvantages of each integrator and to see if there exists one integrator that is superior to the others. Furthermore it remains to be seen how accurately the proposed integrators preserve the Boltzmann distribution, an important property of Langevin dynamics.

## Chapter 5

## Background on the Fast Multipole Method

The fast multipole method (FMM) is a technique for calculating sums of the form

$$
\begin{equation*}
f\left(x_{i}\right)=\sum_{j=1}^{N} K\left(x_{i}, y_{j}\right) \sigma_{j}, \quad i=1, \ldots, N \tag{5.1}
\end{equation*}
$$

in $O(N)$ operations with a controllable error $\varepsilon$. Historically, Greengard and Rokhlin [36] first developed a technique for the kernel $K(x, y)=1 / r(r=|x-y|)$ based on Legendre polynomials and spherical harmonics. The technique was later extended to the oscillatory kernel $e^{i k r} / r$. Both these approaches require approximations of $K(x, y)$ for $|x-y|$ sufficiently large (in a sense which can be made precise) which are typically obtained using known analytical expansions. In this chapter we will focus on the $1 / r$ kernel and begin by discussing how a low-rank approximation of $1 / r$ can be constructed for large $r$. Next we proceed to show how a $O(N \log N)$ fast summation method can be derived from this low-rank approximation. Finally a detailed description of the $O(N)$ FMM will be provided.

### 5.1 Constructing A Low-Rank Approximation

Consider sums of the form (5.1) where $x_{i}$ are observation points, $\sigma_{j}$ are the sources, $y_{j}$ are the locations of the sources, and $N$ is the number of observation points and sources. These sums appear in many applications such as $N$-body problems and integral equations in electromagnetics and acoustics. A direct calculation of this sum has a $O\left(N^{2}\right)$ complexity resulting from the multiplication of a $N \times N$ matrix $K_{i j}=K\left(x_{i}, y_{j}\right)$ with the $N$-vector of sources $\left\{\sigma_{j}\right\}$. Since the number of observation points and sources is often very large computing the sum directly is intractable. An approach for improving the efficiency of this computation involves the use of a lowrank approximation of the kernel:

$$
\begin{equation*}
K(x, y) \approx \sum_{l=1}^{n} u_{l}(x) v_{l}(y) \tag{5.2}
\end{equation*}
$$

A fast summation method can be created by substituting the low-rank approximation (5.2) into the sum (5.1):

$$
\begin{equation*}
f\left(x_{i}\right) \approx \sum_{l=1}^{n} u_{l}\left(x_{i}\right) \sum_{j=1}^{N} v_{l}\left(y_{j}\right) \sigma_{j} . \tag{5.3}
\end{equation*}
$$

The outline for the method given by Eq. (5.3) is as follows:

1. First transform the sources using the basis functions $v_{l}$ :

$$
W_{l}=\sum_{j=1}^{N} v_{l}\left(y_{j}\right) \sigma_{j}, \quad l=1, \ldots, n .
$$

2. Then compute $f(x)$ at each observation point $x_{i}$ using the basis functions $u_{l}$ :

$$
f\left(x_{i}\right) \approx \sum_{l=1}^{n} u_{l}\left(x_{i}\right) W_{l}, \quad i=1, \ldots, N .
$$

The computational cost of each step is $O(n N)$ hence the fast summation method
proposed above scales as $O(2 n N)$. When $n \ll N$ this is a significant reduction from the $O\left(N^{2}\right)$ scaling of the direct calculation.

A discussion on the derivation of a series expansion of the kernel $K(x, y)=1 / r$ in three dimensions is given in [add citation], whose details will be summarized here. We are interested in computing the potential at the observation point $x$ due to a source at $y$. Let the spherical coordinates of these points be given by $x=(r, \theta, \phi)$ and $y=(\rho, \alpha, \beta)$. If we denote the angle between the vectors $x$ and $y$ by $\gamma$ and let $\tilde{r}$ be the distance between $x$ and $y$ then the kernel $1 / \tilde{r}$ can be expressed as

$$
\begin{equation*}
\frac{1}{\tilde{r}}=\sum_{l=0}^{\infty} \frac{\rho^{l}}{r^{l+1}} P_{l}(\cos \gamma) \tag{5.4}
\end{equation*}
$$

where $P_{l}$ is the Legendre polynomial of degree $l$. This series only converges if $r>\rho$ so this can be interpreted as a far-field expansion of the $1 / \tilde{r}$ kernel. Since the angle $\gamma$ is a function of both $x$ and $y$ this is not a low-rank approximation of the kernel in the form of (5.2). However $x$ and $y$ can be separated by appealing to the addition theorem for Legendre polynomials which expands the Legendre polynomial as a sum of spherical harmonics

$$
\begin{equation*}
P_{l}(\cos \gamma)=\sum_{m=-l}^{l} Y_{l}^{m}(\theta, \phi) Y_{l}^{-m}(\alpha, \beta) \tag{5.5}
\end{equation*}
$$

where

$$
Y_{l}^{m}(\theta, \phi)=\sqrt{\frac{(l-|m|)!}{(l+|m|)!}} P_{l}^{|m|}(\cos \theta) e^{i m \phi}
$$

and $P_{l}^{m}$ are the associated Legendre functions which may be defined by the Rodrigues' formula

$$
P_{l}^{m}(z)=(-1)^{m}\left(1-z^{2}\right)^{m / 2} \frac{d^{m}}{d x^{m}} P_{l}(z)
$$

Substituting Eq. (5.5) into (5.4) gives a low-rank approximation of the kernel $1 / \tilde{r}$ :

$$
\begin{equation*}
\frac{1}{\tilde{r}} \approx \sum_{l=0}^{n} \sum_{m=-l}^{l} \frac{1}{r^{l+1}} Y_{l}^{m}(\theta, \phi) \rho^{l} Y_{l}^{-m}(\alpha, \beta) \tag{5.6}
\end{equation*}
$$

Now consider a set of $N$ sources located at $y_{j}=\left(\rho_{j}, \alpha_{j}, \beta_{j}\right)$ with $\rho_{j}<a$ for $j=$ $1, \ldots, N$ and $N$ observation points $x_{i}=\left(r_{i}, \theta_{i}, \phi_{i}\right)$ with $r_{i}>a$ for $i=1, \ldots, n$. Then the power series in Eq. (5.4) converges for all pairwise interactions and hence Eq. (5.6) can be used for approximating the sum (5.1):

$$
\begin{equation*}
f\left(x_{i}\right) \approx \sum_{l=0}^{n} \sum_{m=-l}^{l} \frac{1}{r_{i}^{l+1}} Y_{l}^{m}\left(\theta_{i}, \phi_{i}\right) M_{l}^{m} \tag{5.7}
\end{equation*}
$$

with

$$
\begin{equation*}
M_{l}^{m}=\sum_{j=1}^{N} \rho_{j}^{l} Y_{l}^{-m}\left(\alpha_{j}, \beta_{j}\right) \sigma_{j} . \tag{5.8}
\end{equation*}
$$

Eq. (5.7) is commonly referred to as the multipole expansion and (5.8) are the corresponding multipole coefficients.

### 5.2 An $O(N \log N)$ Fast Summation Method

Previously we discussed how to construct a low-rank approximation of the kernel $1 / r$ that is valid when the observation points are separated from the sources. However in many situations this separation does not exist. For example consider a set of point charges in a cubic domain and we are interested in evaluating the potential at each point charge due to the other charges. Since the set of observation points and the set of sources are identical and hence not separated, Eq. (5.7) cannot be applied directly to this system. One solution is to subdivide the computational cell recursivey to produce distinct groups of observation points and sources that are separated such that the far-field expansion is valid. For simplicity we will go to two dimensions and take a square as our computational domain to illustrate how this procedure works. The strategy discussed hereafter can be easily extended to three dimensions.

Let refinement level 0 correspond to the entire computational domain (Fig. 5.1(a)). At this level, the far-field approximation cannot be applied. Therefore we subdivide the square cell into four smaller subcells whose edge length is half that of the original square and refer to this as refinement level 1 (Fig. 5.1(b)). Since the four subcells are


Figure 5.1: Levels in the FMM tree for 2-D domain. On levels 0 and 1, none of the cells are well-separated so the far-field approximation cannot be applied. However by recursively subdividing, clusters of observation points and source can be separated. For example, on level 2 (c) interactions between observation points in the highlighted cell and sources in the shaded cells can be computed using the multipole expansion. In order to handle sources in the adjacent unshaded cells, a further subdivision is done (d). The light shaded cells have been accounted for on the previous level so only the dark shaded cells need to be treated with the multipole expansion. If this level corresponds to the finest subdivision, then interactions due to the sources in the unshaded cells are computed directly.
adjacent to one another, the observation points in any subcell is not separated from the sources in any other subcell. As a result we will repeat this subdivision again to form refinement level 2 with 16 subcells. Before proceeding we will introduce some terminology that will be helpful in the description to follow. Two cells are near neighbors if they are on the same refinement level and share at least one vertex. From this definition, a cell is a near neighbor of itself. Next two cells are well-separated if they are on the same refinement level and not near neighbors. For square or cubic cells, a sufficient condition for well-separateness is that two cells are separated by at least one cell in each dimension. Finally the interaction list of cell $i$ is a list consisting of all children of the near neighbors of cell $i$ 's parent that are well-separated from cell $i$. Referring to Fig. 5.1(c) the interaction list of the highlighted cell contains the seven shaded cells. Since these cell-cell interactions are well-separated we can now use the multipole expansion to compute the potential at observation points located in the highlighted cell due to the sources in each of the cells in the interaction list. The remaining unshaded cells are near neighbors of the highlighted cell. In order to apply the far-field expansion for sources located in the near neighbor cells, the refinement is continued recursively and the contributions from these sources are handled at subsequent refinement levels (e.g. Fig. 5.1(d)). If the density of the observation points and sources is relatively uniform, then the number of levels is taken to be roughly $\log N$ to ensure that most of the subcells with the finest refinement are non-empty. For subcells on the last refinement level, the remaining interactions due to sources in its near neighbors are computed directly. This recursive subdivision gives rise to the FMM tree where each node corresponds to a subcell and an edge represents a parent-child relationship. Letting the root node be the entire computational domain, each subsequent level of the tree represents the next refinement level. In two dimensions the FMM tree is a quadtree while in three dimensions we have an octree. From this tree structure the near neighbors and interaction list of any cell can be easily determined.

Since the computation of the multipole expansion (5.7) on each level of the FMM tree is $O(N)$ because there are $N$ observation points and $N$ sources, the total cost of the fast summation method is $O(N \log N)$. In order to obtains an $O(N)$ complexity,
operations on the observation points and sources can only be done on one level instead of on all refinement levels. The fast multipole method achieves this by working with the observation points and sources only on the finest refinement level and passes this information to the other levels in the FMM tree by employing analytical results for expansions in spherical harmonics.

### 5.3 The Fast Multipole Method

The fast multipole method is comprised of two passes through the FMM tree: an upward pass and a downward pass. To begin, the multipole coefficients (5.8) are computed for all cells corresponding to the finest refinement level. In order to calculate the multipole coefficients for the coarser levels, we will use an analytical formula that describes how a multipole expansion can be translated.

Suppose that for a set of sources located in a sphere of radius $a$ with center $y=(\rho, \alpha, \beta)$ and that for observation points $x=(r, \theta, \phi)$ outside of this sphere, the potential is given by the multipole expansion

$$
\begin{equation*}
f(x)=\sum_{l=0}^{\infty} \sum_{m=-l}^{l} \frac{O_{l}^{m}}{\left(r^{\prime}\right)^{l+1}} Y_{l}^{m}\left(\theta^{\prime}, \phi^{\prime}\right) \tag{5.9}
\end{equation*}
$$

where $x-y=\left(r^{\prime}, \theta^{\prime}, \phi^{\prime}\right)$. Then for any $x$ outside of the sphere of radius $a+\rho$ centered at $y$

$$
\begin{equation*}
f(x)=\sum_{j=0}^{\infty} \sum_{k=-j}^{j} \frac{M_{j}^{k}}{r^{l+1}} Y_{j}^{k}(\theta, \phi) \tag{5.10}
\end{equation*}
$$

with

$$
\begin{equation*}
M_{j}^{k}=\sum_{l=0}^{j} \sum_{m=-l}^{l} \frac{O_{j-l}^{k-m} i^{|k|-|m|-|k-m|} A_{l}^{m} A_{j-l}^{k-m} \rho^{l} Y_{l}^{-m}(\alpha, \beta)}{A_{j}^{k}} \tag{5.11}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{l}^{m}=\frac{(-1)^{l}}{\sqrt{(n-m)!(n+m)!}} \tag{5.12}
\end{equation*}
$$

By using Eqs. (5.10) and (5.11) the multipole expansion for a parent cell can be
computed from those of its children cells. This operation is known as the multipole-to-multipole (M2M) operation.

After forming all of the multipole expansions on the coarser levels recursively, we now shift our attention to the downward pass. To begin we compute the local expansion, a series expansion that is only valid within a certain radius, with the help of another analtyical formula.

Suppose that for a set of sources located inside the sphere of radius $a$ centered at $y=(\rho, \alpha, \beta)$ with $\rho>(c+1) a$ and $c>1$. Then the multipole expansion (5.9) for this set of sources converges inside the sphere with radius $a$ centered at the origin. The potential due to the sources evaluated at a point $x=(r, \theta, \phi)$ inside this sphere is given by the local expansion

$$
\begin{equation*}
f(x)=\sum_{j=0}^{\infty} \sum_{k=-j}^{j} L_{j}^{k} Y_{j}^{k}(\theta, \phi) r^{j} \tag{5.13}
\end{equation*}
$$

with

$$
\begin{equation*}
L_{j}^{k}=\sum_{l=0}^{\infty} \sum_{m=-l}^{l} \frac{O_{l}^{m} i^{|k-m|-|k|-|m|} A_{l}^{m} A_{j}^{k} Y_{j+l}^{m-k}(\alpha, \beta)}{(-1)^{l} A_{j+l}^{m-k} \rho^{j+l+1}} \tag{5.14}
\end{equation*}
$$

and $A_{l}^{m}$ is given by (5.12). By using Eqs. (5.13) and (5.14) the local expansion for each subcell in the FMM tree can be constructed. This operation is known as the multipole-to-local (M2L) operation.

Since the local expansion for a cell describes only the potential due to sources located in cells listed the interaction list, information regarding the potential due to more distantly-located sources needs to be obtained from the parent cell. This can be done by first translating the local expansion of the parent and then adding the result to the local expansion of the children cells. Once again there exists an analytical formula that performs this action.

Letting $y=(\rho, \alpha, \beta)$ be the origin of a local expansion

$$
f(x)=\sum_{l=0}^{n} \sum_{m=-n}^{n} O_{l}^{m} Y_{l}^{m}\left(\theta^{\prime}, \phi^{\prime}\right)\left(r^{\prime}\right)^{l}
$$

where $x=(r, \theta, \phi)$ and $x-y=\left(r^{\prime}, \theta^{\prime}, \phi^{\prime}\right)$ then

$$
\begin{equation*}
f(x)=\sum_{j=0}^{n} \sum_{k=-j}^{j} L_{j}^{k} Y_{j}^{k}(\theta, \phi) r^{j} \tag{5.15}
\end{equation*}
$$

where

$$
\begin{equation*}
L_{j}^{k}=\sum_{l=j}^{n} \sum_{m=-l}^{l} \frac{O_{l}^{m} i^{|m|-|m-k|-|k|} A_{l-j}^{m-k} A_{j}^{k} Y_{l-j}^{m-k}(\alpha, \beta) \rho^{l-j}}{(-1)^{l+j} A_{l}^{m}} \tag{5.16}
\end{equation*}
$$

with $A_{l}^{m}$ given by (5.12). By using Eqs. (5.15) and (5.16) the local expansion for a parent cell can be passed and added to its children cells. This operation is known as the local-to-local (M2M) operation. After passing down and adding local expansions recursively, the final step to the downward pass is to add the contributions to the potential from sources located in the near neighbors of the subcells on the finest refinement level. From these two passes observe that the observation points and sources are only used once when working on the finest level of the FMM tree. As a result, this approach, called the fast multipole method, gives the desired $O(N)$ complexity.

## Chapter 6

## The Black-Box Fast Multipole Method

A new $O(N)$ fast multipole formulation has been proposed for non-oscillatory kernels. This algorithm is applicable to kernels $K(x, y)$ which are only known numerically, that is their numerical value can be obtained for any $(x, y)$. This is quite different from many fast multipole methods which depend on analytical expansions of the far field behavior of $K$, for $|x-y|$ large. Other "black-box" or "kernel-independent" fast multipole methods have been devised. Our approach has the advantage of requiring a small pre-computation time even for very large systems, and uses the minimal number of coefficients to represent the far field, for a given $L^{2}$ tolerance error in the approximation. This technique can be very useful for problems where the kernel is known analytically but is quite complicated, or for kernels which are defined purely numerically.

### 6.1 Introduction

Extensions to general kernels are possible, for example using Taylor expansions. Fewer methods exist which allow building a fast $O(N)$ method using only numerical values of $K$, that is without requiring approximations based on analytical expansions. These techniques are often based on wavelet decompositions [18, 2], singular value
decompositions [33], or other schemes [13].
In Gimbutas et al. [33], a scheme based on singular value decompositions (SVD) is used. Using the usual tree decomposition of the domain, they denote by $Y^{b}$ a cluster at level $l$ and by $Z^{b}$ the union of $Y^{b}$ and its nearest neighbor clusters at level $l$. Then $X^{b}$ is defined as the complement of $Z^{b}$. The kernel $K(x, y)$ can then be decomposed using a continuous SVD:

$$
K(x, y) \approx \sum_{l=1}^{n} s_{l} u_{l}(x) v_{l}(y)
$$

where $y \in Y^{b}$ and $x \in X^{b}$. This low-rank approximation can be extended to produce multipole-to-multipole, local-to-local and multipole-to-local operators. The advantage of this technique is that the SVD guarantees an optimal compression. Therefore the number of multipole coefficients that one operates with is minimal for a given approximation error in the $L^{2}$ norm. The drawback of this approach is the cost of pre-computing the SVD of $K$ which can be very expensive for large 3-D domains.

Interpolation techniques can be used to construct fast multipole methods. This approach has not attracted a lot of attention but a few papers have used interpolation techniques (e.g., Chebyshev polynomials) in various ways as part of constructing fast methods [30, 27, 28]. The reference [26] discusses an idea similar to that discussed in this chapter, with some differences, including the fact that the multipole and local expansions are treated differently, whereas our scheme is more "symmetrical" and treats them in a similar way. In addition, [26] focuses on a one-dimensional FMM with the kernel $1 / x$, which is required by their fast algorithm for interpolation, differentiation and integration.

The basic idea of an interpolation-based FMM is as follows. If we let $w_{l}(x)$ denote the interpolating functions, then:

$$
K(x, y) \approx \sum_{l m} K\left(x_{l}, y_{m}\right) w_{l}(x) w_{m}(y)
$$

which is a low-rank approximation. This works for any interpolation scheme. The advantage of this type of approach is that it requires minimal pre-computing. In
addition, the only input required is the ability to evaluate $K$ at various points. No kernel-dependent analytical expansion is required. The drawback is that the number of expansion terms (indices $l$ and $m$ in the sum above) is in general sub-optimal for a given tolerance $\varepsilon$.

In this chapter we propose a new approach which essentially combines these two ideas. A Chebyshev interpolation scheme is used to approximate the far-field behavior of $K(x, y)$, i.e., when $|x-y|$ large. This leads to an efficient low-rank representation for non-oscillatory kernels. The multipole-to-local (M2L) operator then consists in evaluating the field due to particles located at Chebyshev nodes. This operation can be done efficiently using an SVD. This makes the scheme optimal since the M2L step is by far the most expensive. A key point is that the SVD needs to be computed only "locally". More specifically, given a tolerance $\varepsilon$, if the kernel is translationinvariant, i.e., of the form $K(x-y)$, then the cost of pre-computing the SVD is $O(\ln N)$; otherwise the pre-computing cost is $O(N)$. This is a true pre-computation since this calculation is independent of the location of the sources $y_{j}$ and observation points $x_{i}$, and only depends on the desired accuracy.

We begin by discussing interpolation methods and in particular Chebyshev polynomials, which have several desirable properties. Then we explain how one can construct on $O(N)$ fast method from this interpolation scheme, and how it can be further accelerated using singular value decompositions. Finally some numerical results illustrate the accuracy and efficiency of the method.

### 6.2 Using Chebyshev Polynomials as an Interpolation Basis

A low-rank approximation of the kernel $K(x, y)$ can be constructed by introducing an interpolation scheme. To begin consider a function $g(x)$ on the closed interval $[-1,1]$. An $n$-point interpolant that approximates $g(x)$ can be expressed as

$$
\begin{equation*}
p_{n-1}(x)=\sum_{l=1}^{n} g\left(x_{l}\right) w_{l}(x) \tag{6.1}
\end{equation*}
$$

where $\left\{x_{l}\right\}$ are the $n$ interpolation nodes and $w_{l}(x)$ is the interpolating function corresponding to the node $x_{l}$. For example if the functions $w_{l}(x)$ are taken to be the Lagrange polynomials then $p_{n-1}(x)$ is a $(n-1)$-degree polynomial approximation of $g(x)$. Eq. (6.1) can be used to approximate the kernel $K(x, y)$ by first fixing the variable $y$ and treating $K(x, y)$ as a function of $x$ :

$$
K(x, y) \approx \sum_{l=1}^{n} K\left(x_{l}, y\right) w_{l}(x)
$$

Now noting that $K\left(x_{l}, y\right)$ is a function of $y$ the interpolation formula (6.1) can be applied again to give

$$
\begin{equation*}
K(x, y) \approx \sum_{l=1}^{n} \sum_{m=1}^{n} K\left(x_{l}, y_{m}\right) w_{l}(x) w_{m}(y) \tag{6.2}
\end{equation*}
$$

which is a low-rank representation of the kernel $K(x, y)$ with

$$
\begin{aligned}
& u_{l}(x)=w_{l}(x) \\
& v_{l}(y)=\sum_{m=1}^{n} K\left(x_{l}, y_{m}\right) w_{m}(y) .
\end{aligned}
$$

Although any interpolation scheme can be used to construct a low-rank approximation, the Chebyshev polynomials will serve as the interpolation basis along with their roots as the interpolation nodes. Before justifying this selection we begin by recalling some properties of Chebyshev polynomials.

The first-kind Chebyshev polynomial of degree $n$, denoted by $T_{n}(x)$, is defined by the relation

$$
T_{n}(x)=\cos (n \theta), \quad \text { with } x=\cos \theta
$$

The domain of $T_{n}(x)$ is the closed interval $[-1,1] . T_{n}(x)$ has $n$ roots located at

$$
\bar{x}_{m}=\cos \theta_{m}=\cos \left(\frac{(2 m-1) \pi}{2 n}\right), \quad m=1, \ldots, n
$$

and $n+1$ extrema located at

$$
\bar{x}_{m}^{\prime}=\cos \theta_{m}^{\prime}=\cos \left(\frac{m \pi}{n}\right), \quad \text { with } T_{n}\left(\bar{x}_{m}^{\prime}\right)=(-1)^{m}, \quad m=0, \ldots, n
$$

The set of roots $\left\{\bar{x}_{m}\right\}$ is commonly referred to as the Chebyshev nodes.
One advantage of using Chebyshev nodes is the stability of the interpolation scheme. While a scheme using equally-spaced nodes on the $[-1,1]$ interval to interpolate a function $g(x)$ suffers from Runge's phenomenon and does not converge uniformly as the number of nodes $n$ becomes large, Chebyshev interpolation ensures uniform convergence with minimal restrictions on $g(x)$. Another benefit afforded by interpolating at the Chebyshev nodes is the near-minimax approximation of $g(x)$ which gives a uniform approximation error across the interval $[-1,1]$. This can be contrasted with the error behavior in the regular multipole expansion of the Laplacian kernel $1 / r$ using spherical harmonics. Similar to a Taylor series expansion, the regular multipole expansion is very accurate around the center of the interval but suffers from larger errors near the endpoints. Therefore to ensure a specified accuracy across the entire interval a high-order interpolant is needed in order to adequately resolve the endpoints. The uniform error distribution of Chebyshev interpolation allows for the use of fewer interpolation nodes to achieve a given accuracy and is nearly optimal in the minimax sense.

Using the Chebyshev nodes of $T_{n}(x)$ as the interpolation nodes, the approximating polynomial $p_{n-1}(x)$ to the function $g(x)$ can be expressed as a sum of Chebyshev polynomials

$$
p_{n-1}(x)=\sum_{k=0}^{n-1} c_{k} T_{k}(x)
$$

where

$$
c_{k}= \begin{cases}\frac{2}{n} \sum_{l=1}^{n} g\left(\bar{x}_{l}\right) T_{k}\left(\bar{x}_{l}\right) & \text { if } k>0 \\ \frac{1}{n} \sum_{l=1}^{n} g\left(\bar{x}_{l}\right) & \text { if } k=0\end{cases}
$$

and $\bar{x}_{l}$ are the roots of $T_{n}(x)$. By rearranging the terms in the sum, $p_{n-1}(x)$ can be
written in the form of (6.1):

$$
p_{n-1}(x)=\sum_{l=1}^{n} g\left(\bar{x}_{l}\right) S_{n}\left(\bar{x}_{l}, x\right)
$$

where

$$
S_{n}(x, y)=\frac{1}{n}+\frac{2}{n} \sum_{k=1}^{n-1} T_{k}(x) T_{k}(y)
$$

The rate of convergence of $p_{n}(x)$ to $g(x)$ is given by two results from Chebyshev approximation theory [67]. First if $g(x)$ has $m+1$ continuous derivatives on $[-1,1]$, then the pointwise approximation error for all $x \in[-1,1]$ is

$$
\left|g(x)-p_{n}(x)\right|=O\left(n^{-m}\right)
$$

Second if $g(x)$ can be extended to a function $g(z)$, where $z$ is a complex variable, which is analytic within a simple closed contour $C$ that encloses the point $x$ and all the roots of the Chebyshev polynomial $T_{n+1}(x)$ then the interpolating polynomial $p_{n}(x)$ can be written as

$$
p_{n}(x)=\frac{1}{2 \pi i} \int_{C} \frac{\left[T_{n+1}(z)-T_{n+1}(x)\right] g(z)}{T_{n+1}(z)(z-x)} d z
$$

and its error is

$$
g(x)-p_{n}(x)=\frac{1}{2 \pi i} \int_{C} \frac{T_{n+1}(x) g(z)}{T_{n+1}(z)(z-x)} d z
$$

Moreover if $g(x)$ extends to an analytic function within the ellipse $E_{r}$ given by the locus of points $\frac{1}{2}\left(r \exp (i \theta)+r^{-1} \exp (-i \theta)\right)$ (for some $r>1$ and as $\theta$ varies from 0 to $2 \pi)$ and $|g(z)| \leq M$ at every point $z$ on $E_{r}$ then for every real $x \in[-1,1]$ the approximating polynomial $p_{n}(x)$ exhibits spectral convergence:

$$
\left|g(x)-p_{n}(x)\right| \leq \frac{\left(r+r^{-1}\right) M}{\left(r^{n+1}+r^{-(n+1)}\right)\left(r+r^{-1}-2\right)} .
$$

This exponential accuracy is yet another desirable aspect of using Chebyshev polynomials for the interpolation basis.

Identifying $S_{n}\left(\bar{x}_{l}, x\right)$ as the interpolating function for the node $\bar{x}_{l}$, it follows from Eq. (6.2) that a low-rank approximation of the kernel $K(x, y)$ using Chebyshev polynomials is given by

$$
\begin{equation*}
K(x, y) \approx \sum_{l=1}^{n} \sum_{m=1}^{n} K\left(\bar{x}_{l}, \bar{y}_{m}\right) S_{n}\left(\bar{x}_{l}, x\right) S_{n}\left(\bar{y}_{m}, y\right) . \tag{6.3}
\end{equation*}
$$

Substituting this expression into Eq. (5.1) and changing the order of summation we have

$$
\begin{aligned}
f\left(x_{i}\right) & =\sum_{j=1}^{N} K\left(x_{i}, y_{j}\right) \sigma_{j} \\
& \approx \sum_{j=1}^{N}\left[\sum_{l=1}^{n} \sum_{m=1}^{n} K\left(\bar{x}_{l}, \bar{y}_{m}\right) S_{n}\left(\bar{x}_{l}, x_{i}\right) S_{n}\left(\bar{y}_{m}, y_{j}\right)\right] \sigma_{j} \\
& =\sum_{l=1}^{n} S_{n}\left(\bar{x}_{l}, x_{i}\right) \sum_{m=1}^{n} K\left(\bar{x}_{l}, \bar{y}_{m}\right) \sum_{j=1}^{N} \sigma_{j} S_{n}\left(\bar{y}_{m}, y_{j}\right) .
\end{aligned}
$$

From this decomposition a fast summation method using Chebyshev interpolation can be constructed.

1. First compute the weights at the Chebyshev nodes $\bar{y}_{m}$ by anterpolation:

$$
W_{m}=\sum_{j=1}^{N} \sigma_{j} S_{n}\left(\bar{y}_{m}, y_{j}\right), \quad m=1, \ldots, n
$$

2. Next compute $f(x)$ at the Chebyshev nodes $\bar{x}_{l}$ :

$$
f\left(\bar{x}_{l}\right)=\sum_{m=1}^{n} W_{m} K\left(\bar{x}_{l}, \bar{y}_{m}\right), \quad l=1, \ldots, n
$$

3. Last compute $f(x)$ at the observation points $x_{i}$ by interpolation:

$$
f\left(x_{i}\right)=\sum_{l=1}^{n} f\left(\bar{x}_{l}\right) S_{n}\left(\bar{x}_{l}, x_{i}\right), \quad i=1, \ldots, N
$$

The computational cost of steps 1 and 3 are both $O(n N)$ while step 2 is $O\left(n^{2}\right)$, hence for $n \ll N$ the algorithm scales like $O(2 n N)$.

The decomposition above can be extended to include kernels $K(x, y)$ that are defined over arbitrary rectangular domains $[a, b] \times[c, d]$ by mapping back to the square $[-1,1] \times[-1,1]$ via linear transformation. In addition this fast summation method can be extended to higher dimensions by taking a tensor product of the interpolating functions $S_{n}$, one for each dimension. For example consider a 3-D kernel $K(\mathbf{x}, \mathbf{y})$ where $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right)$ and $\mathbf{y}=\left(y_{1}, y_{2}, y_{3}\right)$. The low-rank approximation of the kernel $K(\mathbf{x}, \mathbf{y})$ using Chebyshev polynomials can be expressed as

$$
\begin{equation*}
K(\mathbf{x}, \mathbf{y}) \approx \sum_{1} \sum_{\mathbf{m}} K\left(\overline{\mathbf{x}}_{\mathbf{1}}, \overline{\mathbf{y}}_{\mathbf{m}}\right) R_{n}\left(\overline{\mathbf{x}}_{\mathbf{1}}, \mathbf{x}\right) R_{n}\left(\overline{\mathbf{y}}_{\mathbf{m}}, \mathbf{y}\right) \tag{6.4}
\end{equation*}
$$

where

$$
R_{n}(\mathbf{x}, \mathbf{y})=S_{n}\left(x_{1}, y_{1}\right) S_{n}\left(x_{2}, y_{2}\right) S_{n}\left(x_{3}, y_{3}\right)
$$

and $\overline{\mathbf{x}}_{\mathbf{1}}=\left(\bar{x}_{l_{1}}, \bar{x}_{l_{2}}, \bar{x}_{l_{3}}\right)$ and $\overline{\mathbf{y}}_{\mathbf{m}}=\left(\bar{y}_{m_{1}}, \bar{y}_{m_{2}}, \bar{y}_{m_{3}}\right)$ are 3-vectors of Chebyshev nodes with $l_{i}, m_{i} \in\{1, \ldots, n\}$.

### 6.3 A Black-Box FMM with Chebyshev Interpolation

In the previous section a fast summation method was constructed for continuous kernels based on a low-rank approximation using Chebyshev polynomials. However if the kernel contains discontinuities in its domain, e.g., the Laplacian kernel $1 /|x-y|$, this low-rank representation is not applicable. In order for the low-rank approximation (6.3) to accurately represent the kernel, the observation and source intervals need to be well-separated. Hence (6.3) can be thought of as a far-field approximation of the kernel $K(x, y)$. Local interactions involving observation points and sources in non-well-separated intervals can also be computed with the far-field approximation by subdividing the intervals. On this refined scale, interactions between well-separated observation points and sources can be treated by (6.3). Applying this refinement
recursively produces a multilevel fast summation method. A black-box fast multipole method (bbFMM) can be constructed by combining this multilevel scheme with the FMM tree structure. Our method is a black box in the sense that the functional form of the low-rank approximation (6.3) is independent of the kernel. Let the root level of the tree (level 0) be the computational interval containing all observation points and sources. The algorithm for a $\kappa$-level 1-D bbFMM is as follows:

1. First compute the weights at the Chebyshev nodes $\bar{y}_{m}$ for all subintervals $I$ on level $\kappa$ by anterpolation:

$$
W_{m}^{I, \kappa}=\sum_{\substack{y_{j} \text { in } \\ \text { subinterval } I}} \sigma_{j} S_{n}\left(\bar{y}_{m}^{I, \kappa}, y_{j}\right), \quad m=1, \ldots, n
$$

2. Next compute the weights at the Chebyshev nodes $\bar{y}_{m}$ for all subintervals $I$ on level $k$ by recursion, $\kappa-1 \geq k \geq 0$ (M2M):

$$
W_{m}^{I, k}=\sum_{\substack{\bar{y}_{m}^{J, k+1} \text { in child } \\ \text { intervals of } I}} W_{m}^{J, k+1} S_{n}\left(\bar{y}_{m}^{I, k}, \bar{y}_{m}^{J, k+1}\right), \quad m=1, \ldots, n
$$

3. Then calculate the far-field contribution at the Chebyshev nodes $\bar{x}_{l}$ for all subintervals $J$ in the interaction list of $I$ on level $k, 0 \leq k \leq \kappa$ (M2L):

$$
g\left(\bar{x}_{l}^{I, k}\right)=\sum_{\substack{\bar{y}_{m}^{J, k} \\ \text { in interaction } \\ \text { list of } I}} W_{m}^{J, k} K\left(\bar{x}_{l}^{I, k}, \bar{y}_{m}^{J, k}\right), \quad l=1, \ldots, n
$$

4. Letting $f\left(\bar{x}_{l}^{I, 0}\right)=g\left(\bar{x}_{l}^{I, 0}\right)$, for each subinterval $I$ on level $k, 1 \leq k \leq \kappa$, add the effect of the far-field sources by interpolating the field from the parent interval on level $k-1$ (L2L):

$$
f\left(\bar{x}_{l}^{I, k}\right)=g\left(\bar{x}_{l}^{I, k}\right)+\sum_{\substack{\bar{x}_{l}^{J, k-1} \text { in parent } \\ \text { interval of } I}} f\left(\bar{x}_{l}^{J, k-1}\right) S_{n}\left(\bar{x}_{l}^{I, k}, \bar{x}_{l}^{J, k-1}\right), \quad l=1, \ldots, n
$$

5. Finally compute $f\left(x_{i}\right)$, where $x_{i}$ is in subinterval $I$, by interpolating the far-field
approximation and adding the nearby interactions:

$$
f\left(x_{i}\right)=\sum_{l=1}^{n} f\left(\bar{x}_{l}^{I, \kappa}\right) S_{n}\left(\bar{x}_{l}^{I, \kappa}, x_{i}\right)+\sum_{\substack{y_{j} \text { in nearest neighbor } \\ \text { intervals of } I}} K\left(x_{i}, y_{j}\right) \sigma_{j}, \quad i=1, \ldots, N
$$

An analogous algorithm can be written for the 3-D bbFMM using (6.4).

### 6.4 Fast Convolution Using SVD Compression

In the FMM the largest contribution to the computational cost is the multipole-tolocal (M2L) operation described in step 3 of the bbFMM algorithm. As such the optimization of this operation is important for an efficient fast summation method. One way to reduce the cost is to produce a more compact multipole and local expansion. Here we propose using the singular value decomposition to compress the low-rank approximation generated by Chebyshev interpolation.

To find such a low-rank approximation of the kernel we look to minimize the approximation error with respect to a specified norm. For sums of the form (5.1) where the distribution of observation points and sources is assumed to be uniform, a natural estimate of the error introduced by replacing the kernel $K(x, y)$ with a low-rank approximation $\tilde{K}(x, y)$ is

$$
\varepsilon=\left[\int_{-1}^{1} \int_{-1}^{1}[K(x, y)-\tilde{K}(x, y)]^{2} d x d y\right]^{\frac{1}{2}}
$$

where the domain of $K(x, y)$ is $[-1,1] \times[-1,1]$. This expression can be approximated using a Chebyshev quadrature for the double integral

$$
\varepsilon^{\prime}=\left[\sum_{l=1}^{n} \sum_{m=1}^{n} \omega_{l}^{x} \omega_{m}^{y}\left[K\left(\bar{x}_{l}, \bar{y}_{m}\right)-\tilde{K}\left(\bar{x}_{l}, \bar{y}_{m}\right)\right]^{2}\right]^{\frac{1}{2}}
$$

where $\left\{\bar{x}_{l}\right\}$ and $\left\{\bar{y}_{m}\right\}$ are the Chebyshev nodes and

$$
\begin{aligned}
\omega_{l}^{x} & =\frac{\pi}{n} \sqrt{1-\bar{x}_{l}^{2}} \\
\omega_{m}^{y} & =\frac{\pi}{n} \sqrt{1-\bar{y}_{m}^{2}}
\end{aligned}
$$

are the corresponding weights. Defining the matrices $\mathbf{K}_{l m}=K\left(\bar{x}_{l}, \bar{y}_{m}\right), \tilde{\mathbf{K}}_{l m}=$ $\tilde{K}\left(\bar{x}_{l}, \bar{y}_{m}\right),\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)_{l l}=\omega_{l}^{x}$, and $\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)_{m m}=\omega_{m}^{y}$, the error $\varepsilon^{\prime}$ can be expressed in terms of the Frobenius norm:

$$
\begin{equation*}
\varepsilon^{\prime}=\left\|\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{\frac{1}{2}} \mathbf{K}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{\frac{1}{2}}-\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{\frac{1}{2}} \tilde{\mathbf{K}}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{\frac{1}{2}}\right\|_{F} \tag{6.5}
\end{equation*}
$$

Observe that for the low-rank approximation (6.3), we have $\tilde{\mathbf{K}}=\mathbf{K}$ which gives $\varepsilon^{\prime}=0$. However, we are interested in obtaining a compressed low-rank approximation, so we look for $\tilde{\mathbf{K}}$ such that: $\operatorname{rank}(\tilde{\mathbf{K}})<\operatorname{rank}(\mathbf{K})$. The solution to this constrained minimization of (6.5) is given by a theorem from numerical linear algebra which states that the best rank- $r$ approximation of an $n$-by- $n$ matrix $\mathbf{A}$, where $r \leq n$, with respect to the Frobenius norm corresponds to picking the $r$ left and right singular vectors of the SVD of $\mathbf{A}$ with the largest singular values [88]. Let the SVD of $\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{\frac{1}{2}} \mathbf{K}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{\frac{1}{2}}$ be denoted by

$$
\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{\frac{1}{2}} \mathbf{K}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{\frac{1}{2}}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{T}
$$

where the columns of $\mathbf{U}$ are the left singular vectors, the columns of $\mathbf{V}$ are the right singular vectors, and $\boldsymbol{\Sigma}$ is a diagonal matrix whose entries are the singular values of $\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{\frac{1}{2}} \mathbf{K}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{\frac{1}{2}}$ in order of decreasing magnitude. Since $\boldsymbol{\Omega}^{\mathbf{x}}$ and $\boldsymbol{\Omega}^{\mathbf{y}}$ are diagonal matrices of full rank, the optimal rank-r approximation of $\mathbf{K}$ is

$$
\begin{equation*}
\tilde{\mathbf{K}}=\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{-\frac{1}{2}} \mathbf{U}_{r} \boldsymbol{\Sigma}_{r} \mathbf{V}_{r}^{T}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{-\frac{1}{2}} \tag{6.6}
\end{equation*}
$$

where $\mathbf{U}_{r}$ is the first $r$ columns of $\mathbf{U}, \mathbf{V}_{r}$ is the first $r$ columns of $\mathbf{V}$, and $\boldsymbol{\Sigma}_{r}$ is a diagonal matrix containing the first $r$ singular values. It should be noted that if the compression was done by computing the SVD of $\mathbf{K}$ instead of $\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{\frac{1}{2}} \mathbf{K}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{\frac{1}{2}}$
then, using a similar argument as above, it can be shown that the error in the lowrank approximation is minimized for a distribution of sources and observation points concentrated on the boundaries. However for a uniform distribution, the reduced-rank matrix in (6.6) gives the optimal compression.

We now proceed to show how to compress the M2L operator using the SVD compression described above. With the same notation as in the previous section, the M2L operation between observation points $\left\{\bar{x}_{l}\right\}$ and sources located at $\left\{\bar{y}_{m}\right\}$ can be expressed as the matrix-vector product

$$
\mathbf{g}=\mathbf{K w}
$$

where $\mathbf{g}_{l}=g\left(\bar{x}_{l}\right), \mathbf{K}_{l m}=K\left(\bar{x}_{l}, \bar{y}_{m}\right)$, and $\mathbf{w}_{m}=W_{m}$. Then $\mathbf{g}$ can be approximated by

$$
\tilde{\mathbf{g}}=\tilde{\mathbf{K}} \mathbf{w}=\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{-\frac{1}{2}} \mathbf{U}_{r} \boldsymbol{\Sigma}_{r} \mathbf{V}_{r}^{T}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{-\frac{1}{2}} \mathbf{w}
$$

The compressed low-rank approximation reduces the cost from an $n$-by- $n$ matrixvector product to two $n$-by- $r$ matrix-vector products. This calculation can be further streamlined so as to involve mainly $r$-by- $r$ matrices. To begin consider the M2L operation in 3-D for an observation cell on level $k$ of the FMM tree. Each observation cell interacts with up to $6^{3}-3^{3}=189$ source cells, with each interaction indexed by its transfer vector. The union of transfer vectors over all observation cells on level $k$ forms a set of $7^{3}-3^{3}=316$ vectors. Assuming a translational invariant kernel, there are 316 unique M2L operators on level $k$, each one corresponding to a particular transfer vector. Let $\mathbf{K}^{(i)}$ denote the 3-D M2L operator for the $i$-th transfer vector. Then this collection of M2L operators, with the appropriate weighting in 3-D, can be expressed either as a fat matrix

$$
\mathbf{K}_{\mathrm{fat}}=\left[\begin{array}{llll}
\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{\frac{1}{2}} \mathbf{K}^{(1)}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{\frac{1}{2}}\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{\frac{1}{2}} \mathbf{K}^{(2)}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{\frac{1}{2}} & \cdots & \left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{\frac{1}{2}} \mathbf{K}^{(316)}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{\frac{1}{2}}
\end{array}\right]
$$

with the $\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{\frac{1}{2}} \mathbf{K}^{(i)}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{\frac{1}{2}}$ blocks arranged in a single row, or as a thin matrix

$$
\mathbf{K}_{\text {thin }}=\left[\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{\frac{1}{2}} \mathbf{K}^{(1)}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{\frac{1}{2}} ; \quad\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{\frac{1}{2}} \mathbf{K}^{(2)}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{\frac{1}{2}} ; \cdots ; \quad\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{\frac{1}{2}} \mathbf{K}^{(316)}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{\frac{1}{2}}\right]
$$

with the $\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{\frac{1}{2}} \mathbf{K}^{(i)}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{\frac{1}{2}}$ blocks arranged in a single column. Here $\boldsymbol{\Omega}^{\mathbf{x}}$ and $\boldsymbol{\Omega}^{\mathbf{y}}$ are the 3-D analogs of the weighting matrices used in (6.5).

To construct compact multipole and local expansions we perform two SVDs, one on $\mathbf{K}_{\text {fat }}$ and the other on $\mathbf{K}_{\text {thin }}$ :

$$
\begin{aligned}
\mathbf{K}_{\text {fat }} & =\left[\begin{array}{llll}
\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{\frac{1}{2}} \mathbf{K}^{(1)}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{\frac{1}{2}}\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{\frac{1}{2}} \mathbf{K}^{(2)}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{\frac{1}{2}} & \cdots & \left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{\frac{1}{2}} \mathbf{K}^{(316)}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{\frac{1}{2}}
\end{array}\right] \\
& =\mathbf{U} \boldsymbol{\Sigma}\left[\mathbf{V}^{(1)^{T}} \mathbf{V}^{(2)^{T}} \cdots \mathbf{V}^{(316)^{T}}\right] \\
\mathbf{K}_{\text {thin }} & =\left[\begin{array}{llll}
\left.\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{\frac{1}{2}} \mathbf{K}^{(1)}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{\frac{1}{2}} ;\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{\frac{1}{2}} \mathbf{K}^{(2)}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{\frac{1}{2}} ; \cdots ;\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{\frac{1}{2}} \mathbf{K}^{(316)}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{\frac{1}{2}}\right] \\
& =\left[\begin{array}{llll}
\left.\mathbf{R}^{(1)} ; \mathbf{R}^{(2)} ; \cdots ; \mathbf{R}^{(316)}\right] \mathbf{\Lambda} \mathbf{S}^{T} .
\end{array}\right.
\end{array} .\right.
\end{aligned}
$$

Observe that if the kernel is symmetric then $\mathbf{K}_{\text {thin }}=\mathbf{K}_{\text {fat }}^{T}$ so the two SVDs are just transposes of each other. The pre-computation cost for these SVDs is $O(\kappa)$ since the dimensions of these matrices are independent of the problem size.

The cost of the convolution for the $i$-th transfer vector between $\mathbf{K}^{(i)}$ and a vector of sources $\mathbf{w}$ can be reduced by employing these two SVDs as follows. First begin by introducing the weighting matrices $\Omega^{\mathrm{x}}$ and $\boldsymbol{\Omega}^{\mathrm{y}}$ and substituting in the $i$-th block of $\mathbf{K}_{\text {thin }}$.

$$
\begin{aligned}
\mathbf{K}^{(i)} \mathbf{w} & =\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{-\frac{1}{2}}\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{\frac{1}{2}} \mathbf{K}^{(i)}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{\frac{1}{2}}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{-\frac{1}{2}} \mathbf{w} \\
& =\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{-\frac{1}{2}} \mathbf{R}^{(i)} \boldsymbol{\Lambda} \mathbf{S}^{T}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{-\frac{1}{2}} \mathbf{w}
\end{aligned}
$$

Next the identity matrix $\mathbf{S}^{T} \mathbf{S}$ can be inserted between $\boldsymbol{\Lambda}$ and $\mathbf{S}^{T}$ after which the $i$-th block of $\mathbf{K}_{\text {thin }}$ is replaced.

$$
\begin{aligned}
\mathbf{K}^{(i)} \mathbf{w} & =\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{-\frac{1}{2}} \mathbf{R}^{(i)} \boldsymbol{\Lambda} \mathbf{S}^{T} \mathbf{S S}^{T}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{-\frac{1}{2}} \mathbf{w} \\
& =\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{-\frac{1}{2}}\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{\frac{1}{2}} \mathbf{K}^{(i)}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{\frac{1}{2}} \mathbf{S S}^{T}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{-\frac{1}{2}} \mathbf{w}
\end{aligned}
$$

Now substituting in the $i$-th block of $\mathbf{K}_{\text {fat }}$ and inserting the identity matrix $\mathbf{U}^{T} \mathbf{U}$
between $\mathbf{U}$ and $\boldsymbol{\Sigma}$ we have

$$
\begin{aligned}
\mathbf{K}^{(i)} \mathbf{w} & =\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{-\frac{1}{2}} \mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{(\mathbf{i})^{T}} \mathbf{S S}^{T}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{-\frac{1}{2}} \mathbf{w} \\
& =\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{-\frac{1}{2}} \mathbf{U} \mathbf{U}^{T} \mathbf{U} \mathbf{\Sigma} \mathbf{V}^{(\mathbf{i})^{T}} \mathbf{S S}^{T}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{-\frac{1}{2}} \mathbf{w} \\
& =\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{-\frac{1}{2}} \mathbf{U}\left[\mathbf{U}^{T}\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{\frac{1}{2}} \mathbf{K}^{(i)}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{\frac{1}{2}} \mathbf{S}\right] \mathbf{S}^{T}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{-\frac{1}{2}} \mathbf{w} .
\end{aligned}
$$

Consider the term inside the square brackets:

$$
\mathbf{U}^{T}\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{\frac{1}{2}} \mathbf{K}^{(i)}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{\frac{1}{2}} \mathbf{S}=\boldsymbol{\Sigma} \mathbf{V}^{(i)^{T}} \mathbf{S}=\mathbf{U}^{T} \mathbf{R}^{(i)} \boldsymbol{\Lambda}
$$

This shows that the rows and columns of $\mathbf{U}^{T}\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{\frac{1}{2}} \mathbf{K}^{(i)}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{\frac{1}{2}} \mathbf{S}$ decay as quickly as the singular values found in $\boldsymbol{\Sigma}$ and $\boldsymbol{\Lambda}$. Hence the product $\mathbf{K}^{(i)} \mathbf{w}$ can be approximated by keeping only the first $r$ singular vectors in each of the SVDs. Let $\mathbf{U}_{r}$ and $\mathbf{S}_{r}$ denote the $r$ left singular vectors and $r$ right singular vectors respectively. Using these reduced SVDs a fast convolution method involving compressed multipole and local expansions can be formulated. The M2L operation, step 3 in the bbFMM algorithm, can now be done as follows. Using the notation adopted in the bbFMM algorithm we have:
0. Pre-computation: compute the compressed M2L operators for all transfer vectors $i=1, \ldots, 316$ on level $k, 0 \leq k \leq \kappa$

$$
\mathbf{C}^{(i), k}=\left(\mathbf{U}_{r}^{k}\right)^{T}\left(\boldsymbol{\Omega}^{\mathbf{x}}\right)^{\frac{1}{2}} \mathbf{K}^{(i), k}\left(\boldsymbol{\Omega}^{\mathbf{y}}\right)^{\frac{1}{2}} \mathbf{S}_{r}^{k}
$$

3a. Pre-processing: compute the compressed multipole coefficients for all source cells $I$ on level $k, 0 \leq k \leq \kappa$

$$
\left(\mathbf{w}_{\mathbf{c}}\right)^{I, k}=\left(\mathbf{S}_{r}^{k}\right)^{T}\left(\mathbf{\Omega}^{\mathbf{y}}\right)^{-\frac{1}{2}} \mathbf{w}^{I, k}
$$

3b. Convolution: calculate the compressed local coefficients for all observation cells $I$ on level $k, 0 \leq k \leq \kappa$; let $i(I, J)$ denote the index of the transfer vector representing the interaction between cells $I$ and $J$

$$
\left(\mathbf{g}_{\mathbf{c}}\right)^{I, k}=\sum_{\substack{\text { cells } J \text { in interaction } \\ \text { list of cell } I}} \mathbf{C}^{(i(I, J)), k}\left(\mathbf{w}_{\mathbf{c}}\right)^{J, k}
$$

3c. Post-processing: compute the coefficients of the local expansion for all observation cells $I$ on level $k, 0 \leq k \leq \kappa$

$$
\mathbf{g}^{I, k}=\left(\mathbf{\Omega}^{\mathbf{x}}\right)^{-\frac{1}{2}} \mathbf{U}_{r}^{k}\left(\mathbf{g}_{\mathbf{c}}\right)^{I, k}
$$

Most of the computational cost in the fast convolution algorithm is concentrated in step 3b which involves reduced-rank matrix-vector products. Without the SVD compression, the cost of the M2L operation corresponds to full-rank matrix-vector products.

The cost and memory requirements of the pre-computation step can be reduced for the case of homogeneous kernels. Recall that a function $K(\mathbf{x}, \mathbf{y})$ is homogeneous of degree $m$ if $K(\alpha \mathbf{x}, \alpha \mathbf{y})=\alpha^{m} K(\mathbf{x}, \mathbf{y})$ for any nonzero real $\alpha$. In this case the M2L operators can be determined for interactions between observation and source cubes with unit volume and two SVDs are performed. Letting $\mathbf{D}^{(i)}$ represent the compressed M2L operators constructed from these two SVDS then, for a cubic computational cell with sides of length $L$, the operators on each level of the FMM tree are scaled versions of $\mathbf{D}^{(i)}$ :

$$
\mathbf{C}^{(i), k}=\left(\frac{L}{2^{k}}\right)^{m} \mathbf{D}^{(i)}
$$

Hence only one set of operators, $\left\{\mathbf{D}^{(i)}\right\}$, needs to computed and stored because $\mathbf{C}^{(i), k}$ can be easily computed from $\mathbf{D}^{(i)}$. In addition only the singular vectors from the two SVDs are needed for the fast convolution algorithm because singular vectors are invariant under multiplicative scaling of the matrix. In that case the cost of the pre-computation is $O(1)$ for any problem size.

This is summarized in Table I. In the general case, the SVD provides only limited savings because a new SVD has to be computed for every cluster. If the method is applied many times for a given tree, this is still computationally advantageous.

| Kernel type | Cost |
| :--- | :--- |
| General case | $O(N)$ |
| Translational invariant | $O(\kappa)$ |
| Homogeneous | $O(1)$ |
| Symmetric | Cost is reduced by 2 |

Table I: Computational cost of pre-computation. The pre-computation includes all steps which depend only on the boxes in the tree and are independent of the particles' location and $\sigma_{j}$. The kernel is $K(x, y)$. Notations: $N$ : number of particles, $\kappa$ : number of levels.

### 6.5 Numerical Results

In this section we will present numerical results for the bbFMM. The accuracy of the method will be examined as well as the computational cost. Results for four kernels will be detailed: (1) the Laplacian kernel $1 / r$, (2) the kernel $1 / r^{4}$, (3) the Stokes kernel $I_{3 \times 3} / r+(\vec{r} \otimes \vec{r}) / r^{3}$ where $\vec{r}$ is the 3 -dimensional position vector, and (4) the 3-D multiquadric radial basis function $\sqrt{(r / a)^{2}+1}$ where $a$ is a scaling constant.

### 6.5.1 Compression using SVD

We start by examining the amount of compression that can be achieved in the M2L operation by using the SVDs of the kernel matrices $\mathbf{K}_{\text {fat }}$ and $\mathbf{K}_{\text {thin }}$. In Fig. 6.1 the singular values of the Laplacian kernel matrices are plotted for various number of Chebyshev nodes $n$. Since the Laplacian kernel is symmetric the singular values of $\mathbf{K}_{\text {fat }}$ and $\mathbf{K}_{\text {thin }}$ are identical. For each $n$ the singular values are scaled such that the largest singular value is normalized to 1 . The index of the singular values $\left(1, \ldots, n^{3}\right)$ is represented on the horizontal axis. The left subfigure shows the singular values obtained by setting up the kernel matrices and performing the SVD in double precision while the right subfigure corresponds to single precision. Taking the curve for $n=10$ as the best approximation to the continuous SVD, observe that the double-precision singular values are accurate up to approximately the index $n^{3} / 2[26]$. This suggests that the kernel matrices can be compressed by a factor of 2 without adversely affecting the accuracy of the method. In the single-precision plot, we see that the amount of
compression is less as the curves deviate at an index greater than $n^{3} / 2$. The leveling of the curves around $10^{-8}$ reflects the roundoff error incurred by using single precision.

Figs. 6.2 and 6.3 are similar plots for the $1 / r^{4}$ and Stokes kernels, respectively. For the Stokes kernel the indices of the singular values are $1, \ldots, 3 n^{3}$.

While the rate of decay of the singular values for homogeneous kernels is scaleinvariant, this is not the case for inhomogeneous kernels such as the 3-D multiquadric radial basis functions $\sqrt{(r / a)^{2}+1}$. In Fig. 6.4 the double-precision singular values for two radial basis functions, $a=1$ and $a=8$, are shown. Observe that when $a \ll 1$ or $a=O(1)$ (e.g., Fig. 6.4(a)) the profile is similar to that obtained for the Laplacian kernel and hence the kernel matrices can be compressed by keeping only half of the singular values. However when $a \gg 1$ (e.g., Fig. 6.4(b)) the decay is much more rapid since the radial basis function is well-approximated by the constant 1 . The implication of this behavior for the multilevel FMM scheme is that fewer singular values can be retained for deeper levels in the tree, thereby reducing the computational cost. This illustrates that in order to achieve the best compression for a particular kernel, the decay behavior of the singular values needs to be studied on a case-by-case basis.

In all subsequent benchmarks, the Laplacian kernel matrices were compressed by retaining only the largest $n^{3} / 2$ singular values.

### 6.5.2 Interpolation Error

To investigate the Chebyshev interpolation error we looked at a system of 10,000 uniformly distributed charges in a cubic computational domain with edge length 1. Each charge was assigned a strength of +1 or -1 such that the computational cell has zero net charge. The observation points were chosen to be identical to the charge locations and the charges interacted according to the Laplacian kernel $1 / r$. To compute the error only, a subset of 100 observation points was used. The relative error in the observation values was measured with respect to the 2 -norm and the infnorm for various $n$ by using the values obtained by direct calculation as the reference solution. Letting $f^{\mathrm{FMM}}\left(x_{i}\right)$ and $f^{\mathrm{dir}}\left(x_{i}\right)$ be the observation values computed with


Figure 6.1: Singular values for the Laplacian kernel. The relative singular value magnitude (vertical axis) is plotted as a function of the singular value index (shown on the horizontal axis). The subsequent plots (Figs. 6.2-6.4) show the decay of the singular values for three other kernels. The legend is the same for all plots.


Figure 6.2: Singular values for the $1 / r^{4}$ kernel


Figure 6.3: Singular values for the Stokes kernel. In this plot, $n$ ranges from 3 to 7 .


Figure 6.4: Singular values for 3-D multiquadric radial basis function. In this plot, $n$ ranges from 3 to 8 . Double precision was used.


Figure 6.5: Interpolation error for the Laplacian kernel. The relative 2-norm and inf-norm errors are defined by Eqs. (6.7) and (6.8) respectively.
bbFMM and direct calculation, respectively, the errors are given by

$$
\begin{equation*}
\varepsilon_{2}=\left[\frac{\sum_{i=1}^{100}\left(f^{\mathrm{FMM}}\left(x_{i}\right)-f^{\mathrm{dir}}\left(x_{i}\right)\right)^{2}}{\sum_{i=1}^{100}\left(f^{\mathrm{dir}}\left(x_{i}\right)\right)^{2}}\right]^{1 / 2} \tag{6.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon_{\infty}=\frac{\max _{1 \leq i \leq 100}\left|f^{\mathrm{FMM}}\left(x_{i}\right)-f^{\mathrm{dir}}\left(x_{i}\right)\right|}{\max _{1 \leq i \leq 100}\left|f^{\mathrm{dir}}\left(x_{i}\right)\right|} . \tag{6.8}
\end{equation*}
$$

Fig. 6.5 shows that for the Laplacian kernel the error in both norms exhibits spectral convergence when double precision is used. However for single precision the error levels off for large $n$ as roundoff error degrades the solution.

### 6.5.3 Computational Cost

To examine the computational complexity of bbFMM, a system of $N$ uniformly distributed charges in a cubic computational domain with edge length 1 was used. Each charge was assigned a strength of +1 or -1 such that the computational cell has zero net charge. The observation points were chosen to be identical to the charge


Figure 6.6: Computational cost for the Laplacian kernel. The number of Chebyshev nodes $n$ was varied for the 2 plots.
locations and the charges interacted according to the Laplacian kernel $1 / r$. As the number of charges $N$ was varied from $10^{4}$ to $10^{6}$ the FMM computation time (cost of the M2M, M2L, and L2L operations and cost of direct interactions) was measured for both double and single precision calculations and plotted in Fig. 6.6. The number of Chebyshev nodes was chosen to be either $n=4$ or $n=5$. The number of levels in the FMM tree was selected to maintain roughly a constant number of charges per cell on the finest level, i.e., $\kappa=O(\ln N)$. In both instances the correct $O(N)$ complexity is observed. The kinks in the curves result from increases in the number of levels in the tree.

### 6.5.4 Comparison with Analytic Multipole Expansion

To study the efficiency of the SVD compression, a comparison was done with the analytic multipole expansion of the Laplacian kernel using Legendre polynomials for a system consisting of two well-separated cubes. The source cube was centered at the origin while the observation cube was centered at $(1 / 2,0,0)$. Both cubes have edge length $1 / 4$. Letting $\vec{r}_{i}$ denote the position vector of the $i$-th observation point and $\vec{r}_{j}$ the position of the $j$-th source, the $p$-th order analytic multipole expansion of the
observational value is given by

$$
\begin{equation*}
f\left(\vec{r}_{i}\right)=\frac{1}{r_{i}} \sum_{j=1}^{20} q_{j} \sum_{l=0}^{p-1}\left(\frac{r_{j}}{r_{i}}\right)^{l} P_{l}\left(\cos \theta_{i j}\right) \tag{6.9}
\end{equation*}
$$

where $P_{l}$ is the Legendre polynomial of degree $l$ and

$$
\cos \theta_{i j}=\frac{\vec{r}_{i}^{T} \vec{r}_{j}}{r_{i} r_{j}}
$$

Since $P_{l}$ can be replaced by $2 l+1$ spherical harmonics, this expansion can be rewritten exactly in terms of a finite number of spherical harmonics, which are used in the far field expansion. The number of spherical harmonics coefficients for a $p$-th order multipole expansion is

$$
\sum_{l=0}^{p-1}(2 l+1)=p+2 \sum_{l=0}^{p-1} l=p+(p-1) p=p^{2}
$$

This comparison was carried out for two systems. The first system is constructed by placing $6^{3}-4^{3}=152$ charges on the faces of the cubes, such that, on each face, we have $6^{2}=36$ charges distributed on a regular grid. Charge strengths were alternated between +1 and -1 in a checkerboard fashion. In the second system the 152 charges were uniformly distributed within each cube. For various values of $p$, the 2 -norm error in the observational values was computed using the values obtained by direct calculation as the reference solution. The error was also determined when retaining $p^{2}$ singular values in the bbFMM. We used $n=10$ Chebyshev nodes in each direction, for all the tests. Fig. 6.7 shows the errors for the two systems. The values of $p^{2}$, which were varied from $1^{2}=1$ to $16^{2}=256$, are plotted on the horizontal axis. From the plots, the SVD compression is at least as good as the analytic multipole expansion with respect to the 2-norm error. For the case on the left (charges confined to the surface) the difference between the two methods is more substantial for large $p$. This is because the multipole expansion is similar to a Taylor series and therefore does not do a good job of approximating charges near the boundaries of the computational


Figure 6.7: Error comparison between the SVD compression and the analytic multipole expansion. Left: charges distributed on the surface of the cubes. Right: random uniform charge distribution.
domain. The SVD compression with the Chebyshev-based expansion, however, is able to resolve those charges more accurately.

### 6.6 Summary

We have presented a new black-box or kernel-independent fast multipole method. The method requires as input only a user defined routine to numerically evaluate $K(x, y)$ at a given point $(x, y)$. This is very convenient for complex kernels, for which analytical expansions might be difficult to obtain. This method relies on Chebyshev polynomials for the interpolation part and on singular value decompositions to further reduce the computational cost. Because of the SVD, we can prove that the scheme uses the minimal number of coefficients given a tolerance $\varepsilon$. The pre-computing time of the method was analyzed and was found to be small for most practical cases. The numerical scheme was tested on various problems. The accuracy was confirmed and spectral convergence was observed. The linear complexity was also confirmed by numerical experiments.

A limitation of the current approach is that the M2L operator is dense. This, probably, cannot be avoided if one uses an SVD. However, if one agrees to choose a different expansion, involving more terms, it is sometimes possible to design methods
with diagonal M2L operators. Even though more coefficients are used, one may end up with a faster algorithm overall. This is the case for example with the plane wave version of the FMM for $1 / r[37]$. In that case, a specialized algorithm can be faster than the proposed scheme. It remains to be seen if a black box method can be derived using diagonal operators.

Another issue is the extension to periodic boundary conditions, in particular to the case of conditionally convergent series like $K(x, y)=1 / r$, which converge only for a cell with zero net charge. This topic will be explored further in the next chapter.

## Chapter 7

## A Fast Multipole Method for Periodic Systems

So far we have focused on computing pairwise interactions for strictly non-periodic systems. However there are applications where it is desirable to impose periodic boundary conditions. For instance the simulation of a small periodic system is a practical approach for studying bulk material properties. In this chapter we will extend the black-box fast multipole method (bbFMM) discussed in the previous chapter to periodic systems. To begin we describe how bbFMM can be used to compute absolutely convergent periodic sums. Next we discuss why conditionally convergent sums will not converge when bbFMM is applied directly. Finally we conclude by describing how bbFMM can be modified to produce a convergent result that is periodic.

### 7.1 Extending bbFMM for Absolutely Convergent Periodic Sums

Consider the 3-D periodic sum

$$
\begin{equation*}
f\left(\mathbf{x}_{i}\right)=\sum_{\mathbf{n}} \sum_{j=1}^{N} K\left(\mathbf{x}_{i}, \mathbf{y}_{j}+\mathbf{n} L\right) \sigma_{j}, \quad i=1, \ldots, N \tag{7.1}
\end{equation*}
$$

where $\mathbf{n}=\left(n_{1}, n_{2}, n_{3}\right)$ is a vector of integers indexing the periodic images of a cubic computational cell with edge length $L$. If the kernel $K(\mathbf{x}, \mathbf{y})$ scales like $1 / r^{p}$ where $p \geq 3+\delta$ for some positive constant $\delta$, then this periodic sum is absolutely convergent [add citation]. In this instance the sum converges to the same value regardless of the order of summation or the limit of truncation. Hence one approach for calculating the sum is to simply extend the FMM tree discussed in Sec. 5.2 to include the periodic images.

Using the algorithm outlined in Sec. 6.3 the interactions due to all sources located in the original computational domain and its 26 neighboring cells can be computed. This is accomplished by treating these 27 cells as near neighbors of the original cell at level 0 of the FMM tree. To calculate the contributions from the periodic images with $\left|n_{i}\right|>1$ for some $i$, levels with negative indices are added to the FMM tree. On level $k$ where $k \leq 0$, the edge length of the computational cubes are $3^{-k} L$. Note this choice is equivalent to subdividing a parent cell into 27 children, which differs from the octree structure for levels indexed by positive $k$ (see Sec. 5.2). Geometrically the periodic sum is computed using a series of spherical shells whose radii are exponentially increasing.

Computation on the levels of the FMM tree corresponding to the periodic images involves M2M and M2L operations analogous to those given in Sec. 6.3. Since the weights at the Chebyshev nodes are identical for all periodic images, the M2M and M2L operations can be simply expressed as matrix-vector products where the matrices have dimension $n^{3} \times n^{3}$. In addition these matrix operators can be pre-computed because the location of the Chebyshev nodes are fixed. It should be noted that no L2L operation is needed because we are only interested in the local expansion in the original computational cell so all expansions computed by the M2L operation will be with respect to this cell. Therefore the contribution to the local expansion on level 0 of the FMM tree from the non-neighboring periodic images can written compactly as

$$
\begin{equation*}
g\left(\overline{\mathbf{x}}^{I, 0}\right)=\sum_{k=-\infty}^{0} \mathbf{K}^{(k)}\left(\mathbf{S}_{\mathrm{p}}\right)^{|k|} \mathbf{W}^{I, 0} \tag{7.2}
\end{equation*}
$$

where $\mathbf{K}^{(k)}$ is the M2L operator on level $k, \mathbf{S}_{\mathrm{p}}$ is the M2M operator, $\overline{\mathbf{x}}^{I, 0}$ is the vector of Chebyshev node locations in the computational domain, and $\mathbf{W}^{I, 0}$ are corresponding weights at the nodes. Since the M2M operator is identical for all levels, the weights at level $k$ can be obtained by simply applying $\mathbf{S}_{\mathrm{p}} k$ times.

### 7.2 Handling Conditionally Convergent Periodic Sums

For three-dimensional kernels $K(\mathbf{x}, \mathbf{y})$ that scale like $1 / r^{p}$ where $p \leq 3$, the sum (7.1) is conditionally convergent when the cell has zero net charge. As such the summation over the periodic images must be handled carefully. To determine whether (7.2) can be used for conditionally convergent sums, we will look at the matrices $\mathbf{K}^{(k)}$ and $\mathbf{S}_{\mathrm{p}}$ more closely. Assuming that the kernel scales like $1 / r^{p}$ then the entries in $\mathbf{K}^{(k)}$ are roughly proportional to $1 /\left(3^{|k|} L\right)^{p}$ where $3^{|k|} L$ is the characteristic length on level $k$. For the M2M matrix $\mathbf{S}_{\mathrm{p}}$ the largest eigenvalue is 27 , which corresponds to the conservation of net charge from the 27 child cells to the parent cell. Therefore we have

$$
g\left(\overline{\mathbf{x}}^{I, 0}\right)=\sum_{k=-\infty}^{0} \mathbf{K}^{(k)} \mathbf{S}_{\mathrm{p}}^{|k|} \mathbf{W}^{I, 0} \propto \sum_{k=-\infty}^{0}\left(\frac{1}{3^{|k|} L}\right)^{p}\left(3^{3}\right)^{|k|} \propto \sum_{k=-\infty}^{0}\left(3^{3-p}\right)^{|k|}
$$

thus Eq. (7.2) is proportional to an infinite geometric series. From this analysis we see that the series converges only if $p \geq 3+\delta$ for some positive constant $\delta$. Hence (7.2) cannot be used directly when $p \leq 3$.

One approach for treating conditionally convergent periodic sums is detailed in the reference [add citation]. Here the conditional convergence of elastic fields of dislocations is handled by observing that the periodic sum can be made absolutely convergent by taking spatial derivatives of the sum. For example only one derivative is needed for kernels proportional to $1 / r^{3}$ while two derivatives are needed for kernels that scale like $1 / r^{2}$. The original periodic sum is recovered by integration in space, which introduces a constant field for $p=3$ while for $p=2$ linear and constant fields
need to be added. To determine these unknown integration constants the sum (7.1) is enforced to be periodic. For example to find the coefficients of the linear field, we can enforce the condition that $f(\mathbf{x})$ should be equal at the corners of the computational cube since under periodic boundary conditions they all represent the same point. The constant field can be computed by using additional information e.g. using that the kernel is the gradient of a potential function.

Extending these ideas to bbFMM, we would like to modify the kernel $K(\mathbf{x}, \mathbf{y})$ such that we have an absolutely convergent sum. Take as an example the electrostatic force kernel

$$
\begin{equation*}
K(\mathbf{x}, \mathbf{y})=\frac{\mathbf{x}-\mathbf{y}}{|\mathbf{x}-\mathbf{y}|^{3}} \tag{7.3}
\end{equation*}
$$

a kernel that decays like $1 / r^{2}$. Noting that the sum (7.1) is conditionally convergent for a cell with zero net charge, an absolutely convergent kernel can be obtained by introducing an additional term into the periodic sum:

$$
\begin{equation*}
f\left(\mathbf{x}_{i}\right)=\sum_{\mathbf{n}} \sum_{j=1}^{N}\left[K\left(\mathbf{x}_{i}, \mathbf{y}_{j}+\mathbf{n} L\right)-K\left(\mathbf{x}_{i}, \mathbf{n} L\right)\right] \sigma_{j} . \tag{7.4}
\end{equation*}
$$

Observe that the contribution from the $K\left(\mathbf{x}_{i}, \mathbf{n} L\right)$ term is zero since the net charge in the cell is identically zero. The motivation behind this formulation is that in the far field, the interactions are point-dipole instead of point-point. By writing the periodic sum in the form of (7.4) this observation is enforced explicitly since

$$
K\left(\mathbf{x}, \mathbf{y}+\mathbf{y}_{j}\right)-K(\mathbf{x}, \mathbf{y}) \sim \nabla K(\mathbf{x}, \mathbf{y}) \mathbf{y}_{j} .
$$

If the kernel $K$ is taken to be the difference inside the brackets of (7.4) then we now have a $O\left(1 / r^{3}\right)$ kernel. However the the symmetry involved in the spherical shell summation of these point-dipole interactions results in an absolutely convergent sum.

### 7.3 Numerical Example

To illustrate how bbFMM can be used to compute conditionally convergent sums we will look at the electrostatic force kernel (7.3) for a system with two opposite charges in a unit cube centered at the origin under periodic boundary conditions. The electrostatic force for each charge is then calculated with bbFMM and compared to the reference value obtained by Ewald summation. Using Eq. (7.4) we evaluate the periodic sum along the line given by the parametric equations $(x, y, z)=(-0.5+t, 0,0.5)$ which lies on a face of the computational cube domain. In Fig. 7.1 the $x$-component of the electrostatic force is plotted along this line and the boundary behavior is examined. Since the system is periodic we expect the force to be continuous across the edge of the cube at $x=-0.5$. The non-periodicity is due to the missing linear field correction. The unknown coefficients of the linear field $a x+b y+c z$ can be determined by enforcing that the force is equal at the eight corners of the computational cube. After correcting for the non-periodic linear field, the force is now periodic along the specified line.


Figure 7.1: The periodic sum with the electrostatic force kernel is evaluated along the line $(x, y, z)=(-0.5+t, 0,0.5)$ and the $x$-component of the force is plotted along this line. Since the system is periodic, the force is expected to be continuous across the edge located at $x=0.5$. Without the linear field correction (dashed line) there is a jump in the force. After adding the non-periodic linear field, found by enforcing that the force is equal at the eight corners of the cube, the force is now continuous (solid line).

| Charge | bbFMM | Ewald |
| :--- | :--- | :--- |
| 1 | -37.23955 | -37.23962 |
| 2 | 37.23960 | 37.23962 |

Table I: Computation of the electrostatic force for a periodic system containing two opposite charges in a unit cube. The force in the $x$-direction for each charge was calculated using bbFMM and Ewald summation.

To calculate the constant field we use that the integral of the $x$-component of the electrostatic force along the $x$-direction is exactly the electrostatic potential. If the integration is taken along the line $(x, y, z)=(-0.5+t, 0,0.5)$ with $0 \leq t \leq 1$ then the integral should be identically zero since the potential is periodic across the computational cube. A constant field can be added to enforce this result. After computing the $x$-component of the electrostatic force at each of the two opposite charges using the methodology outlined above (with 2 Chebyshev nodes in each direction, the values were compared to those obtained by Ewald summation. The numbers are summarized in Table I. The relative error in the bbFMM calculation is on the order of $10^{-6}$.

### 7.4 Summary

In this chapter we described how the black-box fast multipole method presented in the preceding chapter can be extended to periodic systems. For absolutely convergent periodic sums this can be achieved by expanding the FMM tree to encompass the periodic images of the computational cells. Instead of organizing the images in an octree structure, they are gathered 27 cells at a time to allow for spatial symmetry. If the periodic sum is conditionally convergent, this extension of bbFMM is insufficient because the M2M operation leads to a divergent method. However we can remedy this difficulty by modifying the kernel so that the sum is absolutely convergent. In order to recover the original periodic sum, correction fields of different orders (e.g. constant, linear) need to be added. Finally we illustrated this procedure for a simple two-charge system and the results were compared to those obtained by Ewald summation.

## Chapter 8

## Torsion and Bending of Silicon Nanowires

We present a unified approach for atomistic modeling of torsion and bending of nanowires that is free from artificial end effects. Torsional and bending periodic boundary conditions ( $\mathrm{t}-\mathrm{PBC}$ and $\mathrm{b}-\mathrm{PBC}$ ) are formulated by generalizing the conventional periodic boundary conditions (PBC) to cylindrical coordinates. The approach is simpler than the more general Objective Molecular Dynamics formulation because we focus on the special cases of torsion and bending. A simple implementation of these boundary conditions is presented and correctly conserves linear and angular momenta. We also derive the Virial expressions for the average torque and bending moment under these boundary conditions that are analogous to the Virial expression for the average stress in PBC. The method is demonstrated by Molecular Dynamics simulation of Si nanowires under torsion and bending, which exhibit several modes of failure depending on their diameters.

### 8.1 Introduction

Recently there has been considerable interest in the directed growth of semiconductor nanowires (NWs), which can be used to construct nano-scale field effect transistors
(FETs) [17, 91, 45], chemical and biological sensors [16], nano-actuators [12] and nanofluidic components [31]. Epitaxially grown NWs have the potential to function as conducting elements between different layers of three-dimensional integrated circuits. Because significant stress may build up during fabrication and service (e.g. due to thermal or lattice mismatch), characterization and prediction of mechanical strength and stability of NWs is important for the reliability of these novel devices.

NWs also offer unique opportunities for studying the fundamental deformation mechanisms of materials at the nanoscale. The growing ability to fabricate and mechanically test microscale and nanoscale specimens and the increasing computational power allows for direct comparison between experiments and theory at the same length scale.

The size of these devices presents a challenge to test their mechanical properties. In macroscale samples, the materials are routinely tested in tension, shear, torsion and bending using standard grips and supports. Smaller samples, however, require more inventive testing techniques. For nanoscale testing, tensile and bending tests have been performed using nanoindentors, AFM [55, 24], and MEMS devices [95, 49]. Similar experiments have been performed at the microscale [52, 86]. With the rapid progress of nanofabrication and nanomanipulation capabilities, additional tension, torsion, and bending experimental data on crystalline and amorphous nanowires will soon be available.

Molecular dynamics is poised to be the main theoretical tool to help understand and predict small scale mechanical properties. However, since MD is limited in the number of atoms it can simulate; it cannot simulate whole nanowires. Either the nanowire simulated must be extremely short or periodic boundary conditions (PBC) must be used. End conditions artificially alter the material locally such that defect nucleation and failure often occurs there. This results in simulations that test the strength of the boundary rather than the intrinsic strength of the material. Traditional PBC remove this artifact by enforcing translational invariance and eliminating all artificial boundaries.

The use of conventional PBC allows for the simulation of tensile, pure shear, and simple shear in MD [75]. In fact, the mechanical properties of silicon nanowires in
tension were recently calculated using this approach [54]. The nanowires were strained by extending the periodicity along the nanowire length and the stress was calculated through the Virial formula. However, regardless of the types of strain imposed on the periodic simulation cell, the images form a perfect lattice which precludes nonzero average torsion or bending. Therefore, to simulate torsion or bending tests, either small finite nanowires must be simulated or the current PBC framework must be altered.

Many Molecular Dynamics simulations on torsion and bending of nanoscale structures have been reported [44, 94, 74, 48, 71]. The artificial end effects are sometimes reduced by putting the ends far away from the region undergoing severe deformation, requiring a long nanowire [62]. There have also been attempts to rectify this problem [72]. Recently, the objective molecular dynamics (OMD) formulation [25] has been proposed that generalizes periodic boundary conditions to accommodate symmetries other than translational. Under this framework, torsion and bending simulations can be performed without end effects. But the general formulation of OMD is somewhat difficult to apply to existing MD simulation programs.

In this chapter, we present a simpler formulation that accommodates torsion and bending in a generalized periodic boundary condition framework. From this simple formulation we found that torsion and bending can be related to shear and normal strains when expressed in cylindrical coordinates. This leads to t-PBC and b-PBC, respectively, as formulated in Section 2. While only linear momenta are preserved in PBC , both t-PBC and b-PBC preserve the angular momentum around their rotation axes. These new boundary conditions can be easily implemented on top of existing simulation programs that use conventional PBC. In Section 3, we derive the Virial expressions for the torque and bending moment that are analogous to the Virial expressions for the average stress in simulation cells under PBC. The Virial expressions of torque and bending moment, expressed as a sum over discrete atoms, are found to correspond to a set of tensorial quantities in continuum mechanics, expressed as a volume integral. Section 4 presents the application of these new boundary conditions to modeling of the intrinsic strength of Si nanowires under torsion and bending.

### 8.2 Generalization of Periodic Boundary Conditions

### 8.2.1 Review of Conventional PBC

PBC can be visualized as a primary cell surrounded by a set of replicas, or image cells. The replicas are arranged into a regular lattice specified by three repeat vectors: $\mathbf{c}_{1}$, $\mathbf{c}_{2}, \mathbf{c}_{3}$. This means that whenever there is an atom at location $\mathbf{r}_{i}$ there are also atoms at $\mathbf{r}_{i}+n_{1} \mathbf{c}_{1}+n_{2} \mathbf{c}_{2}+n_{3} \mathbf{c}_{3}$, where $n_{1}, n_{2}, n_{3}$ are arbitrary integers [1, 11]. Because the atoms in the image cells behave identically as those in the primary cell, it is immaterial to specify which space belongs to the primary cell and which space belongs to the image cell. Even though it is customary to refer to the parallelepiped formed by the three period vectors as the simulation cell and the surface of this parallelepiped as the boundary, there is no physical interface at this boundary. In other words, the "boundary" between the primary and image cells in PBC can be drawn anywhere and is only a matter of convention. Consequently, translational invariance is preserved and linear momenta is conserved in all three directions. It is customary to set the velocity of the center of mass to zero in the initial condition which should remain zero during the simulation. This provides an important check of the self-consistency of the simulation program.

The scaled coordinates $\mathbf{s}_{i}$ are usually introduced to simplify the notation and the implementation of PBC, where

$$
\begin{equation*}
\mathbf{r}_{i}=\mathbf{H} \cdot \mathbf{s}_{i} \tag{8.1}
\end{equation*}
$$

and $\mathbf{H}=\left[\mathbf{c}_{1}\left|\mathbf{c}_{2}\right| \mathbf{c}_{3}\right]$ is a $3 \times 3$ matrix whose three columns are formed by the coordinates of the three repeat vectors. For example, $\mathbf{H}$ becomes a diagonal matrix when the three repeat vectors are parallel to the $x-, y$-, $z$-axes, respectively,

$$
\mathbf{H}=\left[\begin{array}{ccc}
L_{x} & 0 & 0  \tag{8.2}\\
0 & L_{y} & 0 \\
0 & 0 & L_{z}
\end{array}\right]
$$

where $L_{x}=\left|\mathbf{c}_{1}\right|, L_{y}=\left|\mathbf{c}_{2}\right|, L_{z}=\left|\mathbf{c}_{3}\right|$. The periodic boundary conditions can also be stated in terms of the scaled coordinates as follows: whenever there is an atom at location $\mathbf{s}_{i}=\left(s_{x}^{i}, s_{y}^{i}, s_{z}^{i}\right)^{\mathrm{T}}$, there are also atoms at location $\left(s_{x}^{i}+n_{1}, s_{y}^{i}+n_{2}, s_{z}^{i}+n_{3}\right)^{\mathrm{T}}$, where $n_{1}, n_{2}, n_{3}$ are arbitrary integers. The scaled coordinates of each atom, $s_{x}^{i}, s_{y}^{i}$, $s_{z}^{i}$ are sometimes limited to $[-0.5,0.5)$, although this is not necessary.

To apply a normal strain in the $x$ direction, we only need to modify the magnitude of $L_{x}$. To introduce a shear strain $\varepsilon_{y z}$, we can simply add an off-diagonal term to the H matrix,

$$
\mathbf{H}=\left[\begin{array}{ccc}
L_{x} & 0 & 0  \tag{8.3}\\
0 & L_{y} & 2 \varepsilon_{y z} L_{y} \\
0 & 0 & L_{z}
\end{array}\right]
$$

Regardless of the normal or shear strain, the scaled coordinates, $s_{x}^{i}, s_{y}^{i}, s_{z}^{i}$, still independently satisfy PBC in the domain $[-0.5,0.5$ ), which is the main advantage for introducing the scaled coordinates. By modifying $\mathbf{H}$ in these ways, we can stretch and shear a crystal in MD.

### 8.2.2 Torsional PBC

While the exact formulation of PBC as stated above cannot accommodate a nonzero average torsion over the entire simulation cell, the general idea can still be used. Consider a nanowire of length $L_{z}$ aligned along the $z$-axis, as shown in Fig. 8.1(a). To apply PBC along the $z$-axis, we can make two copies of the atoms in the nanowire, shift them along $z$ by $\pm L_{z}$, and let them interact with the atoms in the primary wire. Two copies of the original nanowire would be sufficient if the cut-off radius $r_{c}$ of the interatomic potential function is smaller than $L_{z}$ (usually $r_{c} \ll L_{z}$ ). After PBC is applied, the model may be considered as an infinitely long, periodic wire along the $z$-axis. Any arbitrary section of length $L_{z}$ can now be considered as the primary wire due to the periodicity. Since the atomic arrangement must repeat itself after every $L_{z}$ distance along the wire, the average torsion we can apply to the nanowire is zero. A local torsion in some section of the wire has to be cancelled by an opposite torsion at another section that is less than $L_{z}$ away.


Figure 8.1: (a) A nanowire subjected to PBC along $z$ axis. (b) A nanowire subjected to t-PBC along $z$ axis.

One way to introduce an average torque to this infinitely long wire is to rotate the two images by angle $+\phi$ and $-\phi$, respectively, before we attach them to the two ends of the primary wire as shown in Fig. 8.1(b). The image wire that is displaced by $L_{z}$ is rotated by $\phi$, while the one that is displaced by $-L_{z}$ is rotated by $-\phi$. In this case, as we travel along the wire by $L_{z}$, we will find that the atomic arrangement in the cross section will be rotated around $z$ axis by angle $\phi$ but otherwise identical. Again, because this property is satisfied by any cross section of the nanowire, it is arbitrary which we call the primary wire and which we call images similar to conventional periodic boundary conditions. The torsion imposed on the nanowire can be characterized by the angle of rotation per unit length, $\phi / L_{z}$. In the limit of small deformation, the shear strain field produced by the torsion is,

$$
\begin{equation*}
\varepsilon_{\theta z}=\frac{r \phi}{2 L_{z}} \tag{8.4}
\end{equation*}
$$

where $r$ is the distance away from the $z$-axis.
The above procedure specifies torsional periodic boundary conditions (t-PBC) that can be easily expressed in terms of scaled cylindrical coordinates. Consider an atom $i$ with cartesian coordinates $\mathbf{r}_{i}=\left(x_{i}, y_{i}, z_{i}\right)^{\mathrm{T}}$ and cylindrical coordinates $\left(r_{i}, \theta_{i}, z_{i}\right)^{\mathrm{T}}$, which are related to each other by,

$$
\begin{align*}
x_{i} & =r_{i} \cos \theta_{i}  \tag{8.5}\\
y_{i} & =r_{i} \sin \theta_{i} \tag{8.6}
\end{align*}
$$

When the wire is subjected to PBC along $z$ (with free boundary conditions in $x$ and $y$ ), we introduce the scaled cylindrical coordinates $\left(s_{r}^{i}, s_{\theta}^{i}, s_{z}^{i}\right)^{\mathrm{T}}$ through the relationship

$$
\left(\begin{array}{c}
r_{i}  \tag{8.7}\\
\theta_{i} \\
z_{i}
\end{array}\right)=\left[\begin{array}{ccc}
R & 0 & 0 \\
0 & 2 \pi & 0 \\
0 & 0 & L_{z}
\end{array}\right]\left(\begin{array}{c}
s_{r}^{i} \\
s_{\theta}^{i} \\
s_{z}^{i}
\end{array}\right) \equiv \mathbf{M} \cdot\left(\begin{array}{c}
s_{r}^{i} \\
s_{\theta}^{i} \\
s_{z}^{i}
\end{array}\right)
$$

Both $s_{\theta}^{i}$ and $s_{z}^{i}$ independently satisfy periodic boundary conditions in the domain $[-0.5,0.5)$. No boundary condition is applied to coordinate $s_{r}^{i}$. $R$ is a characteristic
length scale in the radial direction in order to make $s_{r}^{i}$ dimensionless. Although this is not necessary, one can choose $R$ to be the radius of the nanowire, in which case $s_{r}^{i}$ would vary from 0 to 1 .

Torsion can be easily imposed by introducing an off-diagonal term to the matrix M, which becomes

$$
\mathbf{M}=\left[\begin{array}{ccc}
R & 0 & 0  \tag{8.8}\\
0 & 2 \pi & \phi \\
0 & 0 & L_{z}
\end{array}\right]
$$

The scaled coordinates, $s_{\theta}^{i}$ and $s_{z}^{i}$, still independently satisfy periodic boundary conditions in the domain $[-0.5,0.5)$. This is analogous to the application of shear strain to a simulation cell subjected to conventional PBC, as described in Eq. (8.3). t-PBC can be easily implemented in an existing simulation program by literally following Fig. 8.1(b), i.e. by making two copies of the wire, rotating them by $\pm \phi$, and placing the two copies at the two ends of the primary wire. In practice, it is not necessary to copy the entire wire, because the cut-off radius $r_{c}$ of the interatomic potential function is usually much smaller than $L_{z}$. Only two sections at the ends of the primary wire with lengths longer than $r_{c}$ need to be copied. ${ }^{1}$ It is important to perform this operation of "copy-and-paste" at every MD time step, or whenever the potential energy and atomic forces need to be evaluated. This will completely remove the end effects and will ensure that identical MD trajectories will be generated had we chosen a different section (also of length $L_{z}$ ) of the wire as our primary wire.

An important property of the t-PBC is that the trajectory of every atom satisfy the classical (Newton's) equation of motion. In other words, among the infinite number of atoms that are periodic images of each other, it makes no physical difference as to which one should be called "primary" and which ones should be called "images". Since the primary atoms follow the Newton's equation of motion $\left(\mathbf{f}_{i}=m \mathbf{a}_{i}\right)$, to prove the above claim it suffices to show that the image atoms, which are slaves of the primary atoms (through the "copy-and-paste" operation) also follow the Newton's

[^1]equation of motion $\left(\mathbf{f}_{i^{\prime}}=m \mathbf{a}_{i^{\prime}}\right)$.
To show this, consider an atom $i$ and its periodic image $i^{\prime}$, such that $s_{r}^{i^{\prime}}=s_{r}^{i}$, $s_{\theta}^{i^{\prime}}=s_{\theta}^{i}, s_{z}^{i^{\prime}}=s_{z}^{i}+1$. The position of the two atoms are related by t-PBC: $\mathbf{r}_{i^{\prime}}=$ $\operatorname{Rot}_{z}\left(\mathbf{r}_{i}, \phi\right)+\hat{\mathbf{e}}_{z} L_{z}$, where $\operatorname{Rot}_{z}(\cdot, \phi)$ represent rotation of a vector around $z$-axis by angle $\phi$ and $\hat{\mathbf{e}}_{z}$ is the unit vector along $z$-axis. Hence the acceleration of the two atoms are related to each other through: $\mathbf{a}_{i^{\prime}}=\operatorname{Rot}_{z}\left(\mathbf{a}_{i}, \phi\right)$. Now consider an arbitrary atom $j$ that falls within the cut-off radius of atom $i$. Let $\mathbf{r}_{i j} \equiv \mathbf{r}_{j}-\mathbf{r}_{i}$ be the distance vector from atom $i$ to $j$. Consider the image atom $j^{\prime}$ such that $s_{r}^{j^{\prime}}=s_{r}^{j}$, $s_{\theta}^{j^{\prime}}=s_{\theta}^{j}$, $s_{z}^{j^{\prime}}=s_{z}^{j}+1$. Hence $\mathbf{r}_{j^{\prime}}=\operatorname{Rot}_{z}\left(\mathbf{r}_{j}, \phi\right)+\hat{\mathbf{e}}_{z} L_{z}$, and $\mathbf{r}_{i^{\prime} j^{\prime}} \equiv \mathbf{r}_{j^{\prime}}-\mathbf{r}_{i^{\prime}}=\operatorname{Rot}_{z}\left(\mathbf{r}_{i j}, \phi\right)$. Since this is true for an arbitrary neighbor atom $j$ around atom $i$, the forces on atoms $i$ and $i^{\prime}$ must satisfy the relation: $\mathbf{f}_{i^{\prime}}=\operatorname{Rot}_{z}\left(\mathbf{f}_{i}, \phi\right)$. Therefore, the trajectory of atom $i^{\prime}$ also satisfies the Newton's equation of motion $\mathbf{f}_{i^{\prime}}=m \mathbf{a}_{i^{\prime}}$.

MD simulations under t-PBC should conserve the total linear momentum $P_{z}$ and angular momentum $J_{z}$ because t-PBC preserves both translational invariance along and rotational invariance around the $z$ axis. However, the linear momenta $P_{x}$ and $P_{y}$ are no longer conserved in t-PBC due to the specific choice of the origin in the $x-y$ plane (which defines the cylindrical coordinates $r$ and $\theta$ ). In comparison, the angular momentum $J_{z}$ is usually not conserved in PBC. Consequently, at the beginning of MD simulations under t-PBC, we need to set both $P_{z}$ and $J_{z}$ to zero. $P_{z}$ and $J_{z}$ will remain zero, which provides an important self-consistency check of the implementation of boundary conditions and numerical integrators.

### 8.2.3 Bending PBC

The same idea can be used to impose bending deformation on wires. Again, we will describe the atomic positions through scaled cylindrical coordinates, $\left(s_{r}^{i}, s_{\theta}^{i}, s_{z}^{i}\right)^{\mathrm{T}}$, which is related to the real cylindrical coordinates, $\left(r^{i}, \theta^{i}, z^{i}\right)^{\mathrm{T}}$, through the following transformation,

$$
\left(\begin{array}{c}
r_{i}  \tag{8.9}\\
\theta_{i} \\
z_{i}
\end{array}\right)=\left[\begin{array}{ccc}
R & 0 & 0 \\
0 & \Theta & 0 \\
0 & 0 & L_{z}
\end{array}\right]\left(\begin{array}{c}
s_{r}^{i} \\
s_{\theta}^{i} \\
s_{z}^{i}
\end{array}\right)+\left(\begin{array}{c}
L_{0} / \Theta \\
0 \\
0
\end{array}\right) \equiv \mathbf{N} \cdot\left(\begin{array}{c}
s_{r}^{i} \\
s_{\theta}^{i} \\
s_{z}^{i}
\end{array}\right)+\left(\begin{array}{c}
L_{0} / \Theta \\
0 \\
0
\end{array}\right)
$$



Figure 8.2: A nanowire subjected to b-PBC around $z$ axis. At equilibrium the net line tension force $F$ must vanish but a non-zero bending moment $M$ will remain.

While the coordinate system here is still the same as that in the case of torsion, the wire is oriented along the $\theta$ direction, as shown in Fig. 8.2. Among the three scaled coordinates, only $s_{\theta}^{i}$ is subjected to a periodic boundary condition, in the domain of $[-0.5,0.5)$. This means that $\theta^{i}$ is periodic in the domain $[-\Theta / 2, \Theta / 2)$. No boundary conditions are applied to $s_{r}^{i}$ and $s_{z}^{i} . R$ and $L_{z}$ are characteristic length scales in the $r$ and $z$ directions, respectively. $L_{0}$ is the original (stress free) length of the wire and $\rho=L_{0} / \Theta$ is the radius of curvature of the wire. The equation $r=\rho$ specifies the neutral surface of the wire. Thus, $r_{i}=\rho+R s_{r}^{i}$, where $R s_{r}^{i}$ describes the displacement of atom $i$ away from the neutral axis in the $r$ direction.

In the previous section, an off-diagonal element has to be introduced to the transformation matrix $\mathbf{M}$ in order to introduce torsion. In comparison, the form of Eq. (8.9) does not need to be changed to accommodate bending. Different amount of bending can be imposed by adjusting the value $\Theta$, while the matrix $\mathbf{N}$ remains diagonal. The larger $\Theta$ is the more severe the bending deformation. The state of zero bending corresponds to the limit of $\Theta \rightarrow 0$.

Intuitively, it may seem that increasing the value of $\Theta$ would elongate the wire and hence induce a net tension force $F$ in addition to a bending moment $M$. However, this is not the case because the direction of force $F$ at the two ends of the wire are not parallel to each other, as shown in Fig. 8.2. When no lateral force (i.e. in
the $r$ direction) is applied to the wire, $F$ must vanish for the entire wire to reach equilibrium. Otherwise, there will be a non-zero net force in the $-x$ direction, which will cause the wire to move until $F$ become zero. At equilibrium, only a bending moment (but no tension force) can be imposed by b-PBC.
b-PBC can be implemented in a similar way as t-PBC. We make two copies of the primary wire and rotate them around the $z$ axis by $\pm \Theta$. The atoms in these copies will interact and provide boundary conditions for atoms in the primary wire. ${ }^{2}$ Again, this "copy-and-paste" operation is required at every step of MD simulation. This will ensure all atoms (primary and images) satisfy Newton's equation of motion. The proof is similar to that given in the previous section for t-PBC and is omitted here for brevity. Interestingly, both the linear momentum $P_{z}$ and the angular momentum $J_{z}$ for the center of mass are conserved in b-PBC, exactly the same as t-PBC. Therefore, both $P_{z}$ and $J_{z}$ must be set to zero in the initial condition of MD simulations.

### 8.3 Virial Expressions for Torque and Bending Moment

The experimental data on tensile tests are usually presented in the form of stressstrain curves. The normal stress is calculated from, $\sigma=F / A$, where $F$ is the force applied to the ends and $A$ is the cross section area of the wire. In experiments on macroscopic samples, the end effects are reduced by making the ends of the specimen much thicker than the middle (gauge) section where significant deformation is expected. In atomistic simulations, on the other hand, the end effects are removed by a different approach, usually through the use of periodic boundary conditions. Unfortunately, with the end effects completely removed by PBC, there is no place to serve as grips where external forces can be applied. Therefore, the stress must be

[^2]computed differently in atomistic simulations under PBC than in experiments. The Virial stress expression is widely used in atomistic calculations, which represents the time and volume average of stress in the simulation cell.

The same problem appears in atomistic simulations under t-PBC and b-PBC. There needs to be a procedure to compute the torque and bending moment in these new boundary conditions. In this section, we develop Virial expressions for the torque and bending moment in t-PBC and b-PBC. Similar to the Virial stress, the new expressions involve discrete sums over all atoms in the simulation cell. The corresponding expressions in continuum mechanics, expressed in terms of volume integrals, are also identified. Since the derivation of these new expressions are motivated by that of the original Virial expression, we will start with a quick review of the Virial stress.

### 8.3.1 Virial Stress in PBC

For an atomistic simulation cell subjected to PBC in all three directions, the Virial formula gives the stress averaged over the entire simulation cell at thermal equilibrium as

$$
\begin{equation*}
\sigma_{\alpha \beta}=\frac{1}{\Omega}\left\langle\sum_{i=1}^{N}-m_{i} v_{\alpha}^{i} v_{\beta}^{i}+\sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \frac{\partial V}{\partial\left(x_{\alpha}^{i}-x_{\alpha}^{j}\right)}\left(x_{\beta}^{i}-x_{\beta}^{j}\right)\right\rangle \tag{8.10}
\end{equation*}
$$

In this formula $\Omega=\operatorname{det}(\mathbf{H})$ is the volume of the simulation cell, $N$ is the total number of atoms, $v_{\alpha}^{i}$ and $x_{\alpha}^{i}$ are the $\alpha$-components of the velocity and position of atom $i$, and $V$ is the potential energy. The terms $\left(x_{\alpha}^{i}-x_{\alpha}^{j}\right)$ and $\left(x_{\beta}^{i}-x_{\beta}^{j}\right)$ in the second summation are assumed to be taken from the nearest images of atom $i$ and atom $j$. The bracket $\langle\cdot\rangle$ means ensemble average, which equals to the long time average if the system has reached equilibrium. Thus the Virial stress is the stress both averaged over the entire space and over a long time.

The Virial stress is the derivative of the free energy $F$ of the atomistic simulation cell with respect to a virtual strain $\varepsilon_{\alpha \beta}$, which deforms the periodic vectors $\mathbf{c}_{1}, \mathbf{c}_{2}$ and $\mathbf{c}_{3}$ and hence the matrix $\mathbf{H}$,

$$
\begin{equation*}
\sigma_{\alpha \beta}=\frac{1}{\Omega} \frac{\partial F}{\partial \varepsilon_{\alpha \beta}} \tag{8.11}
\end{equation*}
$$

Assuming the simulation cell is in equilibrium under the canonical ensemble, the free energy is defined as,

$$
F \equiv-k_{B} T \ln \left\{\frac{1}{h^{3 N} N!} \int d^{3 N} \mathbf{r}_{i} d^{3 N} \mathbf{p}_{i} \exp \left[-\frac{1}{k_{B} T}\left(\sum_{i=1}^{N} \frac{\left|\mathbf{p}_{i}\right|^{2}}{2 m_{i}}+V\left(\left\{\mathbf{r}_{i}\right\}\right)\right)\right](\$ .12)\right.
$$

where $k_{B}$ is the Boltzmann's constant, $T$ is temperature, $h$ is Planck's constant, $\mathbf{r}_{i}$ and $\mathbf{p}_{i}$ are atomic position and momentum vectors, and $V$ is the interatomic potential function. The momenta can be integrated out explicitly to give,

$$
\begin{equation*}
F=-k_{B} T \ln \left\{\frac{1}{\Lambda^{3 N} N!} \int d^{3 N} \mathbf{r}_{i} \exp \left[-\frac{V\left(\left\{\mathbf{r}_{i}\right\}\right)}{k_{B} T}\right]\right\} \tag{8.13}
\end{equation*}
$$

where $\Lambda \equiv h /\left(2 \pi m k_{B} T\right)^{1 / 2}$ is the thermal de Broglie wavelength. In atomistic simulations under PBC, the potential energy can be written as a function of the scaled coordinates $\left\{\mathbf{s}_{i}\right\}$ and matrix $H$. Hence, $F$ can also be written in terms of an integral over the scaled coordinates.

$$
\begin{equation*}
F=-k_{B} T \ln \left\{\frac{\Omega^{N}}{\Lambda^{3 N} N!} \int d^{3 N} \mathbf{s}_{i} \exp \left[-\frac{V\left(\left\{\mathbf{s}_{i}\right\}, \mathbf{H}\right)}{k_{B} T}\right]\right\} \tag{8.14}
\end{equation*}
$$

The Virial formula can be obtained by taking the derivative of Eq. (8.14) with respect to $\epsilon_{\alpha \beta}$. The first term in the Virial formula comes from the derivative of the volume $\Omega$ with respect to $\varepsilon_{\alpha \beta}$, which contributes a $-N k_{B} T \delta_{\alpha \beta} / \Omega$ term to the total stress. This is equivalent to the velocity term in the Virial formula because $\left\langle m_{i} v_{\alpha}^{i} v_{\beta}^{i}\right\rangle=k_{B} T \delta_{\alpha \beta}$ in the canonical ensemble. The second term comes from the derivative of the potential energy $V\left(\left\{\mathbf{s}_{i}\right\}, \mathbf{H}\right)$ with respect to $\varepsilon_{\alpha \beta}$. The Virial stress expression can also be derived in several alternative approaches (see [89, 64, 14, 15, 96] for more discussions). The corresponding quantity for Virial stress in continuum mechanics is the volume average of the stress tensor,

$$
\begin{equation*}
\bar{\sigma}_{i j}=\frac{1}{\Omega} \int_{\Omega} \sigma_{i j} d V=\frac{1}{\Omega} \oint_{S} t_{j} x_{i} d S \tag{8.15}
\end{equation*}
$$

where the integral $\oint_{S}$ is over the bounding surface of volume $\Omega, t_{j}$ is the traction force density on surface element $d S$, and $x_{i}$ is the position vector of the surface element.

### 8.3.2 Virial Torque in t-PBC

The Virial torque expression for a simulation cell subjected to t-PBC can be derived in a similar fashion. First, we re-write the potential energy $V$ as a function of the scaled cylindrical coordinates and the components of matrix M, as given in Eq. (8.8),

$$
\begin{equation*}
V\left(\left\{\mathbf{r}_{i}\right\}\right)=V\left(\left\{s_{r}^{i}, s_{\theta}^{i}, s_{z}^{i}\right\}, R, \phi, L_{z}\right) \tag{8.16}
\end{equation*}
$$

The Virial torque is then defined as the derivative of the free energy $F$ with respect to $\phi$,

$$
\begin{align*}
\tau & \equiv \frac{\partial F}{\partial \phi}  \tag{8.17}\\
F & =-k_{B} T \ln \left\{\frac{\Omega^{N}}{\Lambda^{3 N} N!} \int d^{3 N} \mathbf{s}_{i} \exp \left[-\frac{V\left(\left\{s_{r}^{i}, s_{\theta}^{i}, s_{z}^{i}\right\}, R, \phi, L_{z}\right)}{k_{B} T}\right]\right\} \tag{8.18}
\end{align*}
$$

Since $\partial \Omega / \partial \phi=0$, the torque reduces to

$$
\begin{equation*}
\tau=\frac{\int d^{3 N} \mathbf{s}_{i} \exp \left[-\frac{V\left(\left\{s_{r}^{i}, s_{\theta}^{i}, s_{z}^{i}\right\}, R, \phi, L_{z}\right)}{k_{B} T}\right] \frac{\partial V}{\partial \phi}}{\int d^{3 N} \mathbf{s}_{i} \exp \left[-\frac{V\left(\left\{s_{r}^{i}, s_{\theta}^{i}, s_{z}^{i}\right\}, R, \phi, L_{z}\right)}{k_{B} T}\right]} \equiv\left\langle\frac{\partial V}{\partial \phi}\right\rangle \tag{8.19}
\end{equation*}
$$

In other words, the torque $\tau$ is simply the ensemble average of the derivative of the potential energy with respect to torsion angle $\phi$. To facilitate calculation in an atomistic simulation, we can express $\frac{\partial V}{\partial \phi}$ in terms of the real coordinates of the atoms,

$$
\begin{equation*}
\frac{\partial V}{\partial \phi}=\frac{1}{L_{z}} \sum_{i=1}^{N-1} \sum_{j=i+1}^{N}-\frac{\partial V}{\partial\left(x_{i}-x_{j}\right)}\left(y_{i} z_{i}-y_{j} z_{j}\right)+\frac{\partial V}{\partial\left(y_{i}-y_{j}\right)}\left(x_{i} z_{i}-x_{j} z_{j}\right) \tag{8.20}
\end{equation*}
$$

Hence we arrive at the Virial torque expression

$$
\begin{equation*}
\tau=\frac{1}{L_{z}}\left\langle\sum_{i=1}^{N-1} \sum_{j=i+1}^{N}-\frac{\partial V}{\partial\left(x_{i}-x_{j}\right)}\left(y_{i} z_{i}-y_{j} z_{j}\right)+\frac{\partial V}{\partial\left(y_{i}-y_{j}\right)}\left(x_{i} z_{i}-x_{j} z_{j}\right)\right\rangle \tag{8.21}
\end{equation*}
$$

There is no velocity term in Eq. (8.21) because modifying $\phi$ does not change the volume $\Omega$ of the wire. This expression is verified numerically in Appendix C in the
zero temperature limit when the free energy equals to the potential energy. The corresponding quantity in continuum elasticity theory can be written in terms of an integral over the volume $\Omega$ of the simulation cell,

$$
\begin{equation*}
\tau=Q_{z z} \equiv \frac{1}{L_{z}} \int_{\Omega}-y \sigma_{x z}+x \sigma_{y z} d V \tag{8.22}
\end{equation*}
$$

The derivation is given in Appendix A. The stress in the above expression refers to the Cauchy stress in the context of finite deformation. Because it uses current coordinates, the expression remains valid in finite deformation. The correspondence between Eqs. (8.21) and (8.22) bears a strong resemblance to the correspondence between Eqs. (8.10) and (8.15). While the Virial stress formula corresponds to the average (i.e. zeroth moment) of the stress field over volume $\Omega, \tau$ corresponds to a linear combination of the first moments of the stress field.

### 8.3.3 Virial Bending Moment in b-PBC

Following a similar procedure, we can obtain the Virial expression for the bending moment for a simulation cell subjected to b-PBC. First, we rewrite the potential energy of a system under b-PBC as,

$$
\begin{equation*}
V\left(\left\{\mathbf{r}_{i}\right\}\right)=V\left(\left\{s_{r}^{i}, s_{\theta}^{i}, s_{z}^{i}\right\}, R, \Theta, L_{z}\right) \tag{8.23}
\end{equation*}
$$

The Virial bending moment is then the derivative of the free energy with respect to $\Theta$.

$$
\begin{align*}
M & \equiv \frac{\partial F}{\partial \Theta}  \tag{8.24}\\
F & =-k_{B} T \ln \left\{\frac{\Omega^{N}}{\Lambda^{3 N} N!} \int d^{3 N} \mathbf{s}_{i} \exp \left[-\frac{V\left(\left\{s_{r}^{i}, s_{\theta}^{i}, s_{z}^{i}\right\}, R, \Theta, L_{z}\right)}{k_{B} T}\right]\right\} \tag{8.25}
\end{align*}
$$

Again, we find that $M$ is simply the ensemble average of the derivative of potential energy with respect to $\Theta$,

$$
\begin{equation*}
M=\left\langle\frac{\partial V}{\partial \Theta}\right\rangle \tag{8.26}
\end{equation*}
$$

The derivative $\frac{\partial V}{\partial \Theta}$ can be expressed in terms of the real coordinates of the atoms,

$$
\begin{align*}
\frac{\partial V}{\partial \Theta}=\frac{1}{\Theta} \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} & -\frac{\partial V}{\partial\left(x_{i}-x_{j}\right)}\left(y_{i} \theta_{i}-y_{j} \theta_{j}+\rho \cos \theta_{i}-\rho \cos \theta_{j}\right) \\
& +\frac{\partial V}{\partial\left(y_{i}-y_{j}\right)}\left(x_{i} \theta_{i}-x_{j} \theta_{j}-\rho \sin \theta_{i}+\rho \sin \theta_{j}\right) \tag{8.27}
\end{align*}
$$

Hence we arrive at the Virial bending moment expression,

$$
\begin{align*}
M=\frac{1}{\Theta}\left\langle\sum_{i=1}^{N-1} \sum_{j=i+1}^{N}\right. & -\frac{\partial V}{\partial\left(x_{i}-x_{j}\right)}\left(y_{i} \theta_{i}-y_{j} \theta_{j}+\rho \cos \theta_{i}-\rho \cos \theta_{j}\right) \\
& \left.+\frac{\partial V}{\partial\left(y_{i}-y_{j}\right)}\left(x_{i} \theta_{i}-x_{j} \theta_{j}-\rho \sin \theta_{i}+\rho \sin \theta_{j}\right)\right\rangle(8
\end{align*}
$$

There is no velocity term in Eq. (8.28) because modifying $\Theta$ does not change the volume $\Omega$ of the wire. This expression is verified numerically in Appendix D in the zero temperature limit when the free energy equals to the potential energy. The corresponding quantity in continuum elasticity theory can be written in terms of an integral over the volume $\Omega$ of the simulation cell,

$$
\begin{align*}
M & =Q_{z \theta}=\frac{1}{\Theta} \int_{A} d A \int_{0}^{\Theta} d \theta\left(-y \sigma_{x \theta}+x \sigma_{y \theta}\right)  \tag{8.29}\\
& =\frac{1}{\Theta} \int_{A} d A \int_{0}^{\Theta} d \theta r \sigma_{\theta \theta}=\frac{1}{\Theta} \int_{\Omega} \sigma_{\theta \theta} d V
\end{align*}
$$

where $A$ is the cross-section area of the continuum body subjected to b-PBC. The correspondence between Eqs. (8.28) and (8.30) bears a strong resemblance to the correspondence between Eqs. (8.10) and (8.15). Similar to $\tau, M$ also corresponds to a linear combination of the first moments of the stress field over the simulation cell volume.

### 8.4 Numerical Results

In this section, we demonstrate the usefulness of t-PBC and b-PBC described above by torsion and bending Molecular Dynamics simulations of Si nanowires (NWs) to failure.

Figure 8.3: Snapshots of Si NWs of two diameters before torsional deformation and after failure. The failure mechanism depends on its diameter.


Figure 8.4: Virial torque $\tau$ as a function of rotation angle $\phi$ between the two ends of the NWs of two different diameters. Because the two NWs have the same aspect ratio $L_{z} / D$, they have the same maximum strain (on the surface) $\gamma_{\max }=\frac{\phi D}{2 L_{z}}$ at the same twist angle $\phi$.

The interactions between Si atoms are described by the modified-embedded-atommethod (MEAM) potential [5], which has been found to be more reliable in the study of the failure Si NWs than several other potential models for Si [54]. We considered two NWs both oriented along the [111] direction with diameters $D=7.5 \mathrm{~nm}$ and $D=10 \mathrm{~nm}$ and the same aspect ratio $L_{z} / D=2.27$. To make sure the NW surface is well reconstructed, the NWs are annealed by MD simulations at 1000 K for 1 ps followed by a conjugate gradient relaxation. To save space, we only present simulation results on initially perfect NWs under torsion and bending deformation at $T=300 \mathrm{~K}$. The effects of temperature and initial surface defects on the failure behavior of Si NWs will be presented in a subsequent paper.

### 8.4.1 Si Nanowire under Torsion

Simulations of Si NWs under torsion can be carried out easily using t-PBC. Before applying a torsion, we first equilibrate the NWs at the specified temperature and
zero stress (i.e. zero axial force) by MD simulations under PBC where the NW length is allowed to elongate to accommodate the thermal strain. Fig. 8.3(a) and (c) shows the annealed Si NW structures. Subsequently, torsion is applied to the NW through t-PBC, where the twist angle $\phi$ (between two ends of the NW) increases in steps of 0.02 radian $\left(\approx 1.15^{\circ}\right)$. For each twist angle, MD simulation under $t$ PBC is performed for 2 ps . The Nose-Hoover thermostat is used to maintain the temperature at $T=300 \mathrm{~K}$ using the Stömer-Verlet time integrator [10] with a time step of 1 fs . The linear momentum $P_{z}$ and angular momentum $J_{z}$ are conserved within $2 \times 10^{-10} \mathrm{eV} \cdot \mathrm{ps} \cdot \AA^{-1}$ and $9 \times 10^{-7} \mathrm{eV} \cdot \mathrm{ps}$, during the simulation, respectively. The twist angle continues to increase until the NW fails. If the Virial torque at the end of the 2 ps simulation is lower than that at the beginning of the simulation, the MD simulation is continued in 2 ps increments without increasing the twist angle, until the bending moment increases. The purpose of this approach is to give enough simulation time to resolve the failure process whenever that occurs. The Virial torque is computed by time averaging over the last 1 ps of the simulation for each twist angle. The torque versus twist angle relationship is plotted in Fig. 8.4.

The $\tau-\phi$ curve is linear for small values of $\phi$ and becomes non-linear as $\phi$ approaches the critical value at failure. The torsional stiffness can be obtained from the torque-twist relationship and its value at small $\phi$ can be compared to theory. The torsional stiffness is defined as

$$
\begin{equation*}
k_{\mathrm{t}} \equiv \frac{\partial \tau}{\partial \phi} \tag{8.30}
\end{equation*}
$$

In the limit of $\phi \rightarrow 0$, the torsional stiffness is estimated to be $k_{\mathrm{t}}=5.11 \times 10^{3} \mathrm{eV}$ for $D=7.5 \mathrm{~nm}$ and $k_{\mathrm{t}}=1.25 \times 10^{4} \mathrm{eV}$ for $D=10 \mathrm{~nm}$. Strength of Materials predicts the following relationships for elastically isotropic circular shafts under torsion:

$$
\begin{equation*}
\tau=\frac{\phi}{L_{z}} G J, \quad k_{\mathrm{t}}=\frac{G J}{L_{z}} \tag{8.31}
\end{equation*}
$$

where $G$ is the shear modulus, $J=\pi D^{4} / 32$ is the polar moment of inertia. We note that this expression is valid only in the limit of small deformation $(\phi \rightarrow 0)$. To compare our simulation results against this expression, we need to use the shear modulus of Si given by the MEAM model $\left(C_{11}=163.78 \mathrm{GPa}, C_{12}=64.53 \mathrm{GPa}\right.$,
$C_{44}=76.47 \mathrm{GPa}$ ) on the (111) plane, which is $G=58.57 \mathrm{GPa}$. The predictions of the torsional stiffness from Strength of Materials are compared with the estimated value from MD simulations in Table I. The predictions overestimate the MD results by $25 \sim 30 \%$. However, this difference can be easily eliminated by a slight adjustment $(\sim 6 \%)$ of the NW diameter $D$, given that $k_{\mathrm{t}} \propto D^{4}$. The adjusted diameters $D^{*}$ for the two NWs is approximately $6 \AA$ smaller than the nominal diameters $D$, which corresponds to a reduction of the NW radius by $3 \AA$. This can be easily accounted for by the inaccuracy in the definition of NW diameter and the possibility of a weak surface layer on Si NWs [54].

Table I: Comparison of torsional stiffness for Si NW estimated from MD simulations and that predicted by Strength of Materials (SOM) theory. $D^{*}$ is the adjusted NW diameter that makes the SOM predictions exactly match MD results. The critical twist angle $\phi_{c}$ and critical shear strain $\gamma_{c}$ at failure are also listed.

| Nominal diameter D | $k_{\mathrm{t}}(\mathrm{MD})$ | $k_{\mathrm{t}}(\mathrm{SOM})$ | Adjusted diameter $D^{*}$ | $\phi_{c}$ | $\gamma_{c}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 7.5 nm | 5110 eV | 6680 eV | 7.0 nm | $1.16(\mathrm{rad})$ | 0.26 |
| 10.0 nm | 12538 eV | 15812 eV | 9.4 nm | $1.18(\mathrm{rad})$ | 0.26 |

The above agreement gives us confidence in the use of Strength of Materials to describe the behavior of NWs under torsion. Hence, we will use it to extract the critical strain in both NWs at failure. The maximum strain (engineering strain) in a cylindrical torsional shaft occurs on its surface,

$$
\begin{equation*}
\gamma_{\max }=\frac{\phi D}{2 L_{z}} \tag{8.32}
\end{equation*}
$$

Given that the aspect ratio of NWs is kept at $L_{z} / D=2.27$, we have

$$
\begin{equation*}
\gamma_{\max }=0.22 \phi \tag{8.33}
\end{equation*}
$$

for both NWs. The critical twist angle and critical strain at failure for both NWs are listed in Table I.

We expect the critical shear strain at failure to be independent of the shaft diameter for large diameters. This seems to hold remarkably well in our NW torsion simulation. Because the NW under t-PBC has no "ends", failure can initiate anywhere along the NW. However, different failure mechanism are observed in the two NWs with different diameters. The thinner NW fails by sliding along a (111) plane, as seen in Fig. 8.3(b). The thicker NW fails by sliding both along a (111) plane and along longitudinal planes, creating wedges on the (111) cross section, as seen in Fig. 8.3(d). The failure mechanism of the thicker NW is also more gradual than that of the thinner NW. As can be observed in Fig. 8.4, the torque is completely relieved on the thinner NW when failure occurs, whereas the thicker NW experiences a sequence of failures. A more detailed analysis on the size dependence of NW failure modes and their mechanisms will be presented in a subsequent paper.

### 8.4.2 Si Nanowire under Bending

Simulations of Si NWs can be carried out using b-PBC just as we did for torsion. The Si NWs are equilibrated in the same way as described in the previous section before we apply bending through b-PBC. The bending angle $\Theta$ (between two ends of the NW) increases in steps of 0.02 radian $\left(\approx 1.15^{\circ}\right)$. For each twist angle, MD simulations under b-PBC were performed for 2 ps . The linear momentum $P_{z}$ and angular momentum $J_{z}$ is conserved to the same level of precision as in the torsion simulations. The bending angle continues to increase until the NW fails. If the Virial bending moment at the end of the 2 ps simulation is lower than that at the beginning of the simulation, the MD simulation is continued in 2 ps increments without increasing the bending angle, until the bending moment increases. The purpose of this approach is to give enough simulation time to resolve the failure process whenever that occurs. The Virial bending moment is computed by a time average over the last 1 ps of the simulation for each twist angle. The bending moment versus bending angle relationship is plotted in Fig. 8.5.

The $M-\Theta$ curve is linear for small values of $\Theta$ and becomes non-linear as $\Theta$ approaches the critical value at failure. The bending stiffness can be computed from


Figure 8.5: Virial bending moment $M$ as a function of bending angle $\Theta$ between the two ends of the two NWs with different diameters. Because the two NWs have the same aspect ratio $L_{z} / D$, they have the same maximum strain $\epsilon_{\max }=\frac{\Theta D}{2 L_{z}}$ at the same bending angle $\Theta$.
the $M-\Theta$ curve and its value at small $\Theta$ can be compared to theory. Similar to the torsional stiffness in the previous section, we define a bending stiffness as

$$
\begin{equation*}
k_{\mathrm{b}} \equiv \frac{\partial M}{\partial \Theta} \tag{8.34}
\end{equation*}
$$

In the limit of $\Theta \rightarrow 0$ the bending stiffness is estimated to be $k_{\mathrm{b}}=8.12 \times 10^{3} \mathrm{eV}$ for $D=7.5 \mathrm{~nm}$ and $k_{\mathrm{b}}=1.96 \times 10^{4} \mathrm{eV}$ for $D=10 \mathrm{~nm}$. Strength of Materials predicts the following relationships for elastically isotropic beam under bending,

$$
\begin{equation*}
M=\frac{\Theta}{L_{0}} E I_{z}, \quad k_{\mathrm{b}}=\frac{E I_{z}}{L_{0}} \tag{8.35}
\end{equation*}
$$

where $E$ is the Young's modulus, $I_{z}=\pi D^{4} / 64$ is the moment of inertia of the NW cross section around $z$-axis. To compare our simulation results against this expression, we need to use the Young's modulus of Si given by the MEAM model along the [111] direction, which is 181.90 GPa . The predictions of the torsional stiffness from Strength of Materials are compared with the estimated value from MD simulations in Table II. The predictions overestimate the MD results by $23 \sim 25 \%$. But this difference can be easily eliminated by a slight adjustment $(\sim 5 \%)$ of the NW diameter $D$, given that
$k_{\mathrm{b}} \propto D^{4}$. The adjusted diameters $D^{*}$ for the two NWs is approximately $5 \AA$ smaller than the nominal diameters $D$, which corresponds to a reduction of the NW radius by $2.5 \AA$. It is encouraging to see that the adjusted diameters from torsion simulations match those for the bending simulations reasonably well.

Table II: Comparison of the bending stiffnesses for Si NWs estimated from MD simulations and that predicted by Strength of Materials (SOM) theory. $D^{*}$ is the adjusted NW diameter that makes SOM predictions exactly match MD results. The critical bending angle $\Theta_{f}$ and critical normal strain $\epsilon_{f}$ at fracture are also listed.

| Nominal diameter D | $k_{\mathrm{b}}(\mathrm{MD})$ | $k_{\mathrm{b}}(\mathrm{SOM})$ | Adjusted diameter $D^{*}$ | $\Theta_{f}$ | $\epsilon_{f}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 7.5 nm | 8117 eV | 10374 eV | 7.1 nm | $0.96(\mathrm{rad})$ | 0.21 |
| 10.0 nm | 19619 eV | 24554 eV | 9.5 nm | $0.76(\mathrm{rad})$ | 0.17 |

The above agreement gives us confidence in the use of Strength of Materials theory to describe the behavior of NW under bending. Hence we will use it to extract the critical strain experienced by both NWs at the point of fracture. Based on the Strength of Materials theory, the maximum strain (engineering strain) of a beam in pure bending occurs at the points furthest away from the bending axis,

$$
\begin{equation*}
\epsilon_{\max }=\frac{\Theta D}{2 L_{0}} \tag{8.36}
\end{equation*}
$$

Since the aspect ratio of NWs is kept at $L_{0} / D=2.27$, we have

$$
\begin{equation*}
\epsilon_{\max }=0.22 \Theta \tag{8.37}
\end{equation*}
$$

for both NWs. The critical bending angle and critical normal strain at failure for both NWs are listed in Table II. The critical strain at fracture is similar to results obtained from MD simulations of Si NWs under uniaxial tension, $\epsilon_{f}=0.18$, also using the MEAM model [54]. The higher critical stress value observed in the thinner NW in bending is related to the higher stress gradient across its cross section.

Fig. 8.6 shows the atomic structure of the NWs right before and right after fracture. The much larger critical strain observed in the thinner NW is related to the

Figure 8.6: Snapshots of Si NWs of two diameters under bending deformation before and after fracture. While metastable hillocks form on the thinner NWs before fracture (a), this does not happen for the thicker NW (c).
formation of metastable hillocks on the compressible side of the NW, as shown in Fig. 8.6(a). It seems that the formation of hillocks relieves some bending strain and allows the thinner NW to deform further without causing fracture. In fact, the onset of hillock formation in the thinner NW happens at the same rotation angle $(\Theta=0.76 \mathrm{rad})$ as the angle at which the thicker NW fractures. The detailed mechanisms responsible for the size and possible temperature dependence of NW failure modes in bending will be presented in a subsequent paper.

### 8.5 Summary

In this chapter we have presented a unified approach to handle torsion and bending of wires in atomistic simulations by generalizing the Born-von Kármán periodic boundary conditions to cylindrical coordinates. We provided the expressions for the torque and bending moments in terms of an average over the entire simulation cell, in close analogy to the Virial stress expression. Molecular Dynamics simulations under these new boundary conditions show several failure modes of Silicon nanowires under torsion and bending, depending on the nanowire diameter. These simulations are able to probe the intrinsic behavior of nanowires because the artificial end effects are completely removed.

## Chapter 9

## Conclusion

The main contributions of this dissertation fall under three broad areas. The first is the formulation of AVI for particle simulations. A detailed linear stability analysis of AVI was performed for a two-spring single mass system and it was shown the set of unstable time steps is dense. However the majority of these instabilities are practically insignificant as millions of time steps would be required before they are detectable. In addition we proposed a basic resonance mechanism by which instabilities can appear in this two-spring system. These stability results were extended to a more realistic system, a molecular dynamics analog created using a 2-D periodic harmonic lattice. By also looking at a finite-element analog, we were able to explain why resonant behavior is observed for AVI in molecular dynamics simulations but not finite-element simulations. To quell the significant instabilities in molecular dynamics simulations, we introduced Langevin dynamics as a stochastic thermostat. The formulation of AVI was extended to work in the Langevin setting and the correctness of this extension was verified with numerical results.

The second area is the construction of a black-box FMM that is applicable to non-oscillatory kernels. We showed how a low-rank approximation of the kernel can be formed by using Chebyshev interpolation. This approximation can be viewed as a black box since it is independent of the functional form of the kernel. Combining this with the FMM tree gives rise to a black-box FMM. To accelerate the method, a technique involving SVD compression was prescribed to expedite the matrix-vector
products that are responsible for the computational bottleneck. In addition it was shown how the method can be extended to handle periodic systems. Finally numerical tests were conducted to validate the method.

Finally the third area is the development of torsion and bending PBCs for molecular dynamics simulations of silicon nanowires. In addition expressions for the virial torque and virial bending moment were derived, which provide a measure of the amount of torque and bending moment being applied to the nanowire by the torsion and bending PBCs, respectively. Finally through simulations using these PBCs various failure modes were identified depending on the diameter of the nanowire.

## Appendix A

## Stability of AVI

## A. 1 AVI algorithm in the r-RESPA case

The AVI algorithm in the r-RESPA case for three potentials is shown in Algorithm 3. This algorithm is identical to r-RESPA.

## A. 2 Harmonic approximation of the lattice potential

The exact non-linear interaction potential between two masses connected by a spring is assumed to be given by:

$$
V_{\mathrm{s}}\left(r_{1}, r_{2}\right)=\frac{k}{2}\left(\sqrt{\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}}-L\right)^{2}
$$

where $k$ is the spring constant, $r_{1}=\left(x_{1}, y_{1}\right)$ is the position of the first mass, $r_{2}=$ $\left(x_{2}, y_{2}\right)$ is the position of the second, and $L$ is the equilibrium length of the spring. To derive a harmonic approximation, we first assume small displacements of the masses in the $x$ and $y$ directions. Then the position $r_{i}$ of each node can be decomposed into an equilibrium position $e_{i}$ and a displacement $d_{i}=\left(u_{i}, v_{i}\right)$. Consequently we define the $x$-displacement of the spring as $\Delta u=u_{2}-u_{1}$ and the $y$-displacement as

```
Algorithm 3 AVI Algorithm in the r-RESPA case for the case of three potentials
    Input: \(x^{0}, v^{0}, h_{1}, r_{1}, r_{2}, n_{\text {steps }}\)
    Output: \(\left(x^{i}, v^{i}\right)\), for all \(i\)
    \(i=0\)
    \(h_{2}=r_{1} h_{1}\)
    \(h_{3}=r_{2} h_{2}\)
    \(F=-h_{1} \nabla V_{1}\left(x^{0}\right)-h_{2} \nabla V_{2}\left(x^{0}\right)-h_{3} \nabla V_{3}\left(x^{0}\right)\)
    for \(n=1\) to \(n_{\text {steps }}\) do \{Outer most loop\}
        for \(j=1\) to \(r_{2}\) do \(\left\{\right.\) Loop for potential \(\left.V_{2}\right\}\)
            for \(k=1\) to \(r_{1}\) do \(\left\{\right.\) Loop for potential \(\left.V_{1}\right\}\)
            for all \(a\) do \{Half-kick\}
                \(v_{a}^{i+1}=v_{a}^{i}+\frac{1}{2} \frac{F_{a}}{m_{a}}\)
            end for
            \(x^{i+1}=x^{i}+h_{1} v^{i+1}\{\mathrm{Drift}\}\)
            \(F=-h_{1} \nabla V_{1}\left(x^{i+1}\right)\)
            if \(k==r_{1}\) then
                \(F=F-h_{2} \nabla V_{2}\left(x^{i+1}\right)\)
            end if
            if \(j==r_{2}\) then
                \(F=F-h_{3} \nabla V_{3}\left(x^{i+1}\right)\)
            end if
            for all \(a\) do \{Half-kick \}
                \(v_{a}^{i+1}=v_{a}^{i+1}+\frac{1}{2} \frac{F_{a}}{m_{a}}\)
            end for
            \(i=i+1\)
            end for
        end for
    end for
```

$\Delta v=v_{2}-v_{1} . V_{\mathrm{s}}$ can now be rewritten as a function of $\Delta u$ and $\Delta v$ :

$$
V_{\mathrm{s}}(\Delta u, \Delta v)=\frac{k}{2}\left(\sqrt{\left(\Delta u+L_{x}\right)^{2}+\left(\Delta v+L_{y}\right)^{2}}-L\right)^{2}
$$

with $L_{x}=L \cos \theta$ and $L_{y}=L \sin \theta$ denoting the equilibrium lengths of the spring in the $x$ and $y$ directions, respectively, and $\theta$ representing the angle the spring forms with the $(1,0)$ direction. To approximate $V_{\mathrm{s}}$, we find the Taylor expansion of $V_{\mathrm{s}}$ about $(\Delta u, \Delta v)=(0,0)$. The resulting harmonic potential is

$$
V_{\mathrm{s}}^{\mathrm{h}}(\Delta u, \Delta v)=\frac{k}{2}(\Delta u \cos \theta+\Delta v \sin \theta)^{2} .
$$

Now we are ready to compute the stiffness matrix $\mathbf{K}$ for the 2-D triangular harmonic lattice using the harmonic potential $V_{\mathrm{s}}^{\mathrm{h}}$. We start by looking at one row of this matrix. For a given mass $m_{0}$ in the lattice, it interacts with six neighboring masses $m_{1}, \ldots, m_{6}$. These masses will be labeled in a counter-clockwise manner beginning with 1 for the mass located in the $(1,0)$ direction. As a result $\theta_{i}=(i-1) \pi / 6$ for $i=1, \ldots, 6$. Then the six harmonic potentials are

$$
\begin{array}{ll}
V_{1}=\frac{k}{2}\left(u_{1}-u_{0}\right)^{2} & V_{4}=\frac{k}{2}\left(u_{4}-u_{0}\right)^{2} \\
V_{2}=\frac{k}{2}\left[\frac{1}{2}\left(u_{2}-u_{0}\right)+\frac{\sqrt{3}}{2}\left(v_{2}-v_{0}\right)\right]^{2} & V_{5}=\frac{k}{2}\left[-\frac{1}{2}\left(u_{5}-u_{0}\right)-\frac{\sqrt{3}}{2}\left(v_{5}-v_{0}\right)\right]^{2} \\
V_{3}=\frac{k}{2}\left[-\frac{1}{2}\left(u_{3}-u_{0}\right)+\frac{\sqrt{3}}{2}\left(v_{3}-v_{0}\right)\right]^{2} & V_{6}=\frac{k}{2}\left[\frac{1}{2}\left(u_{6}-u_{0}\right)-\frac{\sqrt{3}}{2}\left(v_{6}-v_{0}\right)\right]^{2}
\end{array}
$$

and the corresponding forces on mass $m_{0}$ due to potential $V_{i}$ in the $x$ and $y$ directions
are

$$
\begin{array}{ll}
F_{1 x}=k\left(u_{1}-u_{0}\right) & F_{1 y}=0 \\
F_{2 x}=k\left[\frac{1}{4}\left(u_{2}-u_{0}\right)+\frac{\sqrt{3}}{4}\left(v_{2}-v_{0}\right)\right] & F_{2 y}=k\left[\frac{\sqrt{3}}{4}\left(u_{2}-u_{0}\right)+\frac{3}{4}\left(v_{2}-v_{0}\right)\right] \\
F_{3 x}=k\left[\frac{1}{4}\left(u_{3}-u_{0}\right)-\frac{\sqrt{3}}{4}\left(v_{3}-v_{0}\right)\right] & F_{3 y}=k\left[-\frac{\sqrt{3}}{4}\left(u_{3}-u_{0}\right)+\frac{3}{4}\left(v_{3}-v_{0}\right)\right] \\
F_{4 x}=k\left(u_{4}-u_{0}\right) & F_{4 y}=0 \\
F_{5 x}=k\left[\frac{1}{4}\left(u_{5}-u_{0}\right)+\frac{\sqrt{3}}{4}\left(v_{5}-v_{0}\right)\right] & F_{5 y}=k\left[\frac{\sqrt{3}}{4}\left(u_{5}-u_{0}\right)+\frac{3}{4}\left(v_{5}-v_{0}\right)\right] \\
F_{6 x}=k\left[\frac{1}{4}\left(u_{6}-u_{0}\right)-\frac{\sqrt{3}}{4}\left(v_{6}-v_{0}\right)\right] & F_{6 y}=k\left[-\frac{\sqrt{3}}{4}\left(u_{6}-u_{0}\right)+\frac{3}{4}\left(v_{6}-v_{0}\right)\right] .
\end{array}
$$

Using these equations, $\mathbf{K}$ can be formed row-by-row.

## Appendix B

## Torsion and Bending of Silicon Nanowires

## B. 1 Continuum Analogue of Virial Torque Expression

In this appendix, we show that the corresponding expression for the Virial torque given in Eq. (8.21),

$$
\tau=\frac{1}{L_{z}}\left\langle\sum_{i=1}^{N-1} \sum_{j=i+1}^{N}-\frac{\partial V}{\partial\left(x_{i}-x_{j}\right)}\left(y_{i} z_{i}-y_{j} z_{j}\right)+\frac{\partial V}{\partial\left(y_{i}-y_{j}\right)}\left(x_{i} z_{i}-x_{j} z_{j}\right)\right\rangle
$$

is given by Eq. (8.22),

$$
\tau=Q_{z z} \equiv \frac{1}{L_{z}} \int_{\Omega}-y \sigma_{x z}+x \sigma_{y z} d V
$$

The reader is referred to the classical text of [29] for a discussion of a related problem. To begin, let us consider a continuum body aligned along the $x_{j}$ axis and subjected to t-PBC as defined in Section 2.2. The two end surfaces of the continuum are planes perpendicular to the $x_{j}$ axis: a plane $S^{(a, j)}$ on which $x_{j}=x_{j}^{(a)}$, and another plane $S^{(b, j)}$ on which $x_{j}=x_{j}^{(b)}$, where $x_{j}^{(b)}=x_{j}^{(a)}+L$, as shown in Fig. B.1. The surface
normal vectors for both $S^{(a, j)}$ and $S^{(b, j)}$ planes point to the positive $x_{j}$-axis. The remaining surface area of the continuum body, $S_{c}$, is traction-free. $Q_{i j}$ is defined as the moment around the $x_{i}$-axis due to the traction forces acting on these surfaces, which has a surface normal along the $x_{j}$-axis. Obviously, the Virial torque $\tau$ here should correspond to $Q_{z z}$ because both the wire and the torque are along the $z$-axis. Hence our task is to show that $Q_{z z}$ can be written into the form of Eq. (8.22).


Figure B.1: A continuum body subjected to t-PBC whose surface $S$ consists of three pieces: $-S^{(a, j)}, S^{(b, j)}$ and $S_{c}$ (see text).

We now derive the general expression for $Q_{i j}$. By definition, we can write $Q_{i j}$ as a surface integral,

$$
\begin{align*}
Q_{i j} & \equiv \int_{S^{(a, j)}}(\mathbf{x} \times \mathbf{t})_{i} d S \\
& =\int_{S^{(a, j)}} \epsilon_{i k l} x_{k} \sigma_{m l} n_{m} d S \tag{B.1}
\end{align*}
$$

where $\mathbf{n}$ is the normal vector of the surface, $\sigma_{m l}$ is the stress field, and we have used the fact that $F_{l}=\sigma_{m l} n_{m}$. At equilibrium, the moment evaluated at $S^{(a, j)}$ and $S^{(b, j)}$ must equal each other, i.e.,

$$
\begin{equation*}
Q_{i j}=\int_{S^{(a, j)}} \epsilon_{i k l} x_{k} \sigma_{m l} n_{m} d S=\int_{S^{(b, j)}} \epsilon_{i k l} x_{k} \sigma_{m l} n_{m} d S \tag{B.2}
\end{equation*}
$$

Let us now consider the piece of continuum that is enclosed by the two cross sections, $S^{(a, j)}$ and $S^{(b, j)}$. Let $S$ be the surface area of this continuum that consists of three parts, $-S^{(a, j)}, S^{(b, j)}$ and $S_{c}$, as shown in Fig. B.1. In other words, the local outward
surface normal for $S$ is parallel to the normal vector of $S^{(b, j)}$ but is anti-parallel to the normal vector of $S^{(a, j)}$. We can show that $Q_{i j}$ can be written as an integral over the entire surface $S$,

$$
\begin{equation*}
Q_{i j}=\frac{1}{x_{j}^{(b)}-x_{j}^{(a)}} \oint_{S} \epsilon_{i k l} x_{k} x_{j} \sigma_{m l} n_{m} d S \tag{B.3}
\end{equation*}
$$

Notice that the extra term $x_{j}$ in Eq. (B.3) takes two different constant values on the two surfaces $S^{(b, j)}$ and $S^{(a, j)}$. To show that Eq. (B.3) is equivalent to Eq. (B.2), we used the fact that $x_{j}=x_{j}^{(a)}$ on $S^{(a, j)}, x_{j}=x_{j}^{(b)}$ on $S^{(b, j)}$ and $S_{c}$ is traction-free. Therefore,

$$
\begin{align*}
& \frac{1}{x_{j}^{(b)}-x_{j}^{(a)}} \oint_{S} \epsilon_{i k l} x_{k} x_{j} \sigma_{m l} n_{m} d S \\
= & \frac{1}{x_{j}^{(b)}-x_{j}^{(a)}}\left[x_{j}^{(b)} \int_{S^{(b, j)}} \epsilon_{i k l} x_{k} \sigma_{m l} n_{m} d S-x_{j}^{(a)} \int_{S^{(a, j)}} \epsilon_{i k l} x_{k} \sigma_{m l} n_{m} d S\right] \\
= & \int_{S^{(b, j)}} \epsilon_{i k l} x_{k} \sigma_{m l} n_{m} d S \tag{B.4}
\end{align*}
$$

Now that Eq. (B.3) expresses $Q_{i j}$ as an integral over a closed surface, we apply Gauss's Theorem and obtain,

$$
\begin{align*}
Q_{i j} & =\frac{1}{x_{j}^{(b)}-x_{j}^{(a)}} \int_{\Omega}\left(\epsilon_{i k l} x_{k} x_{j} \sigma_{m l}\right)_{, m} d V \\
& =\frac{1}{x_{j}^{(b)}-x_{j}^{(a)}} \int_{\Omega} \epsilon_{i k l}\left(x_{k} x_{j}\right)_{, m} \sigma_{m l}+\epsilon_{i k l} x_{k} x_{j} \sigma_{m l, m} d V \tag{B.5}
\end{align*}
$$

Given $x_{k, l}=\delta_{k l}$, and the equilibrium condition $\sigma_{m l, l}=0$, we have

$$
\begin{align*}
Q_{i j} & =\frac{1}{x_{j}^{(b)}-x_{j}^{(a)}} \int_{\Omega} \epsilon_{i k l}\left(\delta_{k m} x_{j}+x_{k} \delta_{j m}\right) \sigma_{m l} d V \\
& =\frac{1}{x_{j}^{(b)}-x_{j}^{(a)}} \int_{\Omega} \epsilon_{i k l} x_{j} \sigma_{k l}+\epsilon_{i k l} x_{k} \sigma_{j l} d V \tag{B.6}
\end{align*}
$$

Due to the symmetry of the stress tensor, $\epsilon_{i k l} \sigma_{k l}=0$. Hence

$$
\begin{equation*}
Q_{i j}=\frac{1}{x_{j}^{(b)}-x_{j}^{(a)}} \int_{\Omega} \epsilon_{i k l} x_{k} \sigma_{j l} d V \tag{B.7}
\end{equation*}
$$

In the special case of $x_{i}=z$ and $x_{j}=z$, we have

$$
\begin{equation*}
T=Q_{z z}=\frac{1}{L_{z}} \int_{\Omega} x \sigma_{y z}-y \sigma_{x z} d V \tag{B.8}
\end{equation*}
$$

We mention in passing that, for a straight rod aligned along the $x$-axis, the bending moment around the $z$-axis exerted at its ends can be expressed as,

$$
\begin{equation*}
M=Q_{z x}=\frac{1}{L_{x}} \int_{\Omega} x \sigma_{y x}-y \sigma_{x x} d V \tag{B.9}
\end{equation*}
$$

This expression is useful only when the rod is infinitely long and periodic along the $x$-axis. However, an initially straight rod subject to finite bending moment will be come curved (and violates PBC), so that the above equation can no longer be used. In this case, we need to express the bending moment and the tensor $Q$ in cylindrical coordinates (b-PBC) as in the next section.

## B. 2 Continuum Analogue of Virial Bending Expression

In this appendix, we show that the corresponding expression for Virial bending moment given in Eq. (8.28),

$$
\begin{aligned}
M=\frac{1}{\Theta}\left\langle\sum_{i=1}^{N-1} \sum_{j=i+1}^{N}\right. & -\frac{\partial V}{\partial\left(x_{i}-x_{j}\right)}\left(y_{i} \theta_{i}-y_{j} \theta_{j}+\rho \cos \theta_{i}-\rho \cos \theta_{j}\right) \\
& \left.+\frac{\partial V}{\partial\left(y_{i}-y_{j}\right)}\left(x_{i} \theta_{i}-x_{j} \theta_{j}-\rho \sin \theta_{i}+\rho \sin \theta_{j}\right)\right\rangle
\end{aligned}
$$

is given by Eq. (8.30),

$$
\begin{aligned}
M & =Q_{z \theta}=\frac{1}{\Theta} \int_{A} d A \int_{0}^{\Theta} d \theta\left(-y \sigma_{x \theta}+x \sigma_{y \theta}\right) \\
& =\frac{1}{\Theta} \int_{A} d A \int_{0}^{\Theta} d \theta r \sigma_{\theta \theta}=\frac{1}{\Theta} \int_{\Omega} \sigma_{\theta \theta} d V
\end{aligned}
$$

The constructions in the previous section can be generalized to bending by using cylindrical coordinates to show this.


Figure B.2: A continuum body subjected to b-PBC whose surface $S$ consists of three pieces: $-S^{(a, \theta)}, S^{(b, \theta)}$ and $S_{c}$ (see text).

Consider a continuum body aligned along the $\theta$ axis and subjected to b-PBC as defined in Section 2.3. The two end surfaces of the continuum are planes perpendicular to the $\theta$ axis: plane $S^{(a, \theta)}$ on which $\theta=\theta_{a}$, and another plane $S^{(b, \theta)}$ on which $\theta=\theta_{b}$, where $\theta_{b}=\theta_{a}+\Theta$, as shown in Fig. B.2. The normal vectors of both planes are in the positive $\theta$ direction. The remaining surface area of the continuum body, $S_{c}$, is traction-free. To simplify some of the notations, the cross section of the continuum body is assumed to be rectangular. The main conclusion in this section remains valid for a circular cross section. $Q_{z \theta}$ is the bending moment (around $z$ ) due to the traction on the half plane $S^{(a, \theta)}$ is,

$$
\begin{align*}
Q_{z \theta} & =\int_{S^{(a, \theta)}}(\mathbf{x} \times \mathbf{t})_{z} d S \\
& =\int_{S^{(a, \theta)}}\left(-y \sigma_{x k}+x \sigma_{y k}\right) n_{k} d S \tag{B.10}
\end{align*}
$$

At equilibrium, the bending moment evaluated at half-plane $S^{(a, \theta)}$ and $S^{(b, \theta)}$ must
be equal because the total moment on the continuum contained inside the wedge between the two half-planes should be zero. Therefore,

$$
\begin{equation*}
Q_{z \theta}=\int_{S^{(a, \theta)}}\left(-y \sigma_{x k}+x \sigma_{y k}\right) n_{k} d S=\int_{S^{(b, \theta)}}\left(-y \sigma_{x k}+x \sigma_{y k}\right) n_{k} d S \tag{B.11}
\end{equation*}
$$

Now consider the continuum contained between the two half-planes $S^{(a, \theta)}$ and $S^{(b, \theta)}$. The total surface area of this continuum is $S$, which consists of $-S^{(a, \theta)}, S^{(b, \theta)}$ and $S_{c}$ (traction free), as shown in Fig. B.2. Similar to the previous section, we can show that

$$
\begin{equation*}
Q_{z \theta}=\frac{1}{\theta_{b}-\theta_{a}} \oint_{S}\left(-y \sigma_{x k}+x \sigma_{y k}\right) \theta n_{k} d S \tag{B.12}
\end{equation*}
$$

Notice the extra term $\theta$ in the integrand, which takes different values on the two surfaces $S^{(b, \theta)}$ and $S^{(a, \theta)}$. Applying Gauss's Theorem, we obtain

$$
\begin{align*}
Q_{z \theta} & =\frac{1}{\Theta} \int_{\Omega}\left(-y \theta \sigma_{x k}+x \theta \sigma_{y k}\right)_{, k} d V \\
& =\frac{1}{\Theta} \int_{\Omega}-(y \theta)_{, k} \sigma_{x k}+(x \theta)_{, k} \sigma_{y k} d V \\
& =\frac{1}{\Theta} \int_{\Omega}-y \theta_{, k} \sigma_{x k}+x \theta_{, k} \sigma_{y k} d V \tag{B.13}
\end{align*}
$$

Since $\partial \theta / \partial x=-y / r^{2}$ and $\partial \theta / \partial y=x / r^{2}$ we have

$$
\begin{equation*}
Q_{z \theta}=\frac{1}{\Theta} \int_{\Omega}\left(\sin ^{2} \theta \sigma_{x x}+\cos ^{2} \theta \sigma_{y y}-2 \sin \theta \cos \theta \sigma_{x y}\right) d V=\frac{1}{\Theta} \int_{\Omega} \sigma_{\theta \theta} d V(\mathrm{I} \tag{B.14}
\end{equation*}
$$

Because the final expression, Eq. (B.14), may look counter-intuitive, in the following we will clarify its meaning using an alternative derivation. Indeed, since the wire is not subjected to a net tensile force, we expect the integral of $\sigma_{\theta \theta}$ over any cross section perpendicular to the $\theta$ axis to be zero. Hence one might expect the volume integral of $\sigma_{\theta \theta}$ to be zero as well - but this is not the case.

Assume the cross section area of the continuum body (beam) to be a rectangle with height $h$ and width $w$, i.e. $r \in[\rho-h / 2, \rho+h / 2]$ and $z \in[-w / 2, w / 2] . r=\rho$
marks the neutral axis of the beam. Define $\xi \equiv r-\rho$. The bending moment on any cross section perpendicular to the $\theta$-axis can be expressed as

$$
\begin{equation*}
M=\int_{-h / 2}^{h / 2} d \xi \int_{-w / 2}^{w / 2} d z \xi \sigma_{\theta \theta} \tag{B.15}
\end{equation*}
$$

Since the net tensile force on any cross section should be zero, we have

$$
\begin{equation*}
\int_{-h / 2}^{h / 2} d \xi \int_{-w / 2}^{w / 2} d z \sigma_{\theta \theta}=0 \tag{B.16}
\end{equation*}
$$

Hence we can re-write $M$ as,

$$
\begin{align*}
M & =\int_{-h / 2}^{h / 2} d \xi \int_{-w / 2}^{w / 2} d z(\xi+\rho) \sigma_{\theta \theta} \\
& =\int_{\rho-h / 2}^{\rho+h / 2} d r \int_{-w / 2}^{w / 2} d z r \sigma_{\theta \theta} \tag{B.17}
\end{align*}
$$

At mechanical equilibrium, the value of $M$ does not depend on the cross section on which it is calculated. Hence we can also express $M$ as an average over all possible cross sections,

$$
M=\frac{1}{\Theta} \int_{\rho-h / 2}^{\rho+h / 2} d r \int_{-w / 2}^{w / 2} d z \int_{0}^{\Theta} d \theta r \sigma_{\theta \theta}=\frac{1}{\Theta} \int_{A} d A \int_{0}^{\Theta} d \theta r \sigma_{\theta \theta}=\frac{1}{\Theta} \int_{\Omega} d V\left(B_{\theta \theta} \not 8\right)
$$

## B. 3 Numerical Verification of the Virial Torque Formula

In this appendix, we provide numerical verification for the Virial torque expression, Eq. (8.21), in the limit of zero temperature. Because the free energy is the same as the potential energy at zero temperature, what this test really verifies is Eq. (8.20) for the derivative of potential energy with respect to twist angle $\phi$.

In this test case, we examine a small Si NW described by the Stillinger-Weber
(SW) potential [85]. This is different from the MEAM model we used in the MD simulations presented in Section 4. The reason to use the SW model here is its simplicity since we foresee that some readers may be interested in implementing t-PBC and b-PBC into their own simulation programs. While MD simulations under t-PBC and b-PBC require very little change to the existing programs, the calculation of the Virial torque and bending moment requires modification to the subroutine that computes the Virial stress, which is usually the same subroutine that computes the potential energy and forces on each atom. The modification is simple for simple models such as SW, Lennard-Jones [1], or embedded-atom-method (EAM) [23] potentials, but gets quite complicated for the MEAM model. The test case here provides a benchmark for potential readers who are interested enough to implement the Virial torque expression in the SW model.

We did not use the SW model for MD simulations of Si NW in Section 4 for the following reasons. First, the elastic constants of SW model do not agree well with experimental values. The agreement is worse for the shear modulus than for the Young's modulus. Because the elastic response of a wire under torsion is dictated by its shear modulus, the SW model predicts a very different torque-angle curve from what we would expect from an experiment (and from the predictions of MEAM potential). Second, the SW model (along with many other models) is known to predict an artificially ductile behavior for Si in MD simulations. In comparison, the MEAM model predicts the correct brittle behavior at low temperatures [54]. Nonetheless, the SW model suffices to provide a simple test case to check the self-consistency of Eq. (8.20).

We prepared a NW along the [110] orientation with diameter $D=3.2 \mathrm{~nm}$ and length $L_{z}=13.8 \mathrm{~nm}$. The NW was annealed by MD simulation at 1000 K for 1 ps followed by conjugate gradient relaxation to a local energy minimum. After that, we applied a torsion by rotating the two ends of the NW with respect to each other in steps of $\Delta \phi=0.02$ radian. The atoms were relaxed to their minimum energy positions by conjugate gradient at each twist angle. Next, we took the relaxed configuration for $\phi=0.1$ and recorded the Virial torque value as $\tau_{0}=15.008629791 \mathrm{eV}$. We then added an additional twist $\pm \Delta \phi$ to it and computed the new potential energy $V_{ \pm}$(without
relaxation). The Virial torque can be estimated from the numerical derivative of the potential energy,

$$
\begin{equation*}
\tau_{\mathrm{num}}=\frac{V_{+}-V_{-}}{2 \Delta \phi} \tag{B.19}
\end{equation*}
$$

The values for $\tau_{\text {num }}$ and the differences from $\tau_{0}$ for different values of $\Delta \phi$ are listed below.

| $\Delta \phi$ | $\tau_{\text {num }}(\mathrm{eV})$ | $\tau_{\text {num }}-\tau_{0}(\mathrm{eV})$ |
| :---: | :---: | :---: |
| $10^{-1}$ | 15.0081445307 | $4.85 \times 10^{-4}$ |
| $10^{-2}$ | 15.0086250291 | $4.76 \times 10^{-6}$ |
| $10^{-3}$ | 15.0086297599 | $3.11 \times 10^{-8}$ |

The numerical differentiation converges to the Virial torque formula at the speed of $\mathcal{O}(\Delta \phi)^{2}$, as it should. This confirms Eq. (8.20).

## B. 4 Numerical Verification of the Virial Bending Moment Formula

In this appendix, we provide numerical verification for the Virial bending moment expression, Eq. (8.28), in the limit of zero temperature. Because the free energy is the same as the potential energy at zero temperature, what this test really verifies is Eq. (8.27) for the derivative of potential energy with respect to bending angle $\Theta$. We also used the SW potential for Si here for simplicity.

The NW was created, equilibrated, and relaxed in the same way as described in the previous section. After that we applied bending by rotating the two ends of the NW with respect to each other in steps of $\Delta \Theta=0.02$ radian. The atoms were relaxed to their minimum energy positions by conjugate gradient at each value of $\Theta$. We took the relaxed configuration for $\Theta=0.1$ and recorded the Virial bending moment as $M_{0}=30.57105749653973 \mathrm{eV}$. We then added an additional twist of $\pm \Delta \Theta$ to it and computed the new potential energy $V_{ \pm}$(without relaxation). The Virial bending moment can then be estimated from the numerical derivative of the potential energy,

$$
\begin{equation*}
M_{\mathrm{num}}=\frac{V_{+}-V_{-}}{2 \Delta \Theta} \tag{B.21}
\end{equation*}
$$

The values for $M_{\text {num }}$ and the differences from $M_{0}$ for different values of $\Delta \Theta$ are listed below.

| $\Delta \Theta$ | $M_{\text {num }}(\mathrm{eV})$ | $M_{\text {num }}-M_{0}(\mathrm{eV})$ |
| :---: | :---: | :---: |
| $5 \times 10^{-2}$ | 30.566664661 | $4.39 \times 10^{-3}$ |
| $5 \times 10^{-3}$ | 30.571013585 | $4.39 \times 10^{-5}$ |
| $5 \times 10^{-4}$ | 30.571056959 | $5.38 \times 10^{-7}$ |

The numerical differentiation converges to the Virial bending moment expression at the speed of $\mathcal{O}(\Delta \Theta)^{2}$, as it should. This confirms Eq. (8.28).
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[^0]:    ${ }^{1}$ An eigenvalue is semi-simple if the number of independent eigenvectors corresponding to that eigenvalue is equal to its algebraic multiplicity.

[^1]:    ${ }^{1}$ This simple approach is not able to accommodate long-range Coulomb interactions, for which the Ewald summation is usually used in conventional PBC. Extension of the Ewald method to t-PBC is beyond the scope of this paper.

[^2]:    ${ }^{2}$ Similar to the case of t-PBC, this simple approach is not able to accommodate long-range Coulomb interactions. While a wire under t-PBC can be visualized as an infinitely long wire, this interpretation will encounter some difficulty in b-PBC, because continuing the curved wire along the $\theta$-direction will eventually make the wire overlap. The interpretation of b-PBC would then require the wire to exist in a multi-sheeted Riemann space [84, page 80] so that the wire does not really overlap with each other.

