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Chapter 1

Introduction

1.1 Motivation

Particle simulations arises in many applications such as gravitational N -body prob-

lems, electrostatics, and molecular dynamics simulations. All of these problems in-

volve a system of particles, each with a mass and a position, that interact according

to a potential function. The motion of the particles is governed by Newton’s equa-

tions of motion. Since the potential is typically non-linear and couples all of the

particles, this system of ordinary differential equations cannot be solved analytically,

except for a few special cases. Therefore the solution requires numerical simulation

via time integration. Given an initial condition, time integration advances the system

of particles forward in time with a discrete time step. Each integration step involves

two parts: (1) first the force on each particle is computed using the gradient of the

potential function; (2) then the positions of the particles are advanced forward one

time step using the computed force. These two parts are repeated until the system

arrives at the desired final time. Of the two, the force evaluation step is usually more

expensive since the presence of long-range forces such as gravity or electrostatics re-

quires an all-to-all computation i.e. each particle interacts with every other particle.

For an N -particle system, the direct evaluation of the force is an O(N2) procedure

which quickly becomes intractable for large systems. Two common approaches for

improving the computational efficiency of the force evaluation, and hence particle

1



CHAPTER 1. INTRODUCTION 2

simulations, are computing the force less frequently and computing the force more

efficiently.

One way to compute the force less often is to assign a larger time step to those

components of the potential function that correspond to long-range forces which are

expensive to evaluate. This idea of multiple-time-stepping (MTS) have been explored

in detail by previous work such as [add list of citations]. In the context of particle

simulations, a popular MTS scheme is r-RESPA [90, 38] where each pair of time

steps is required to be in integer ratio. If the use of several time steps is desired,

this condition limits the flexibility in the choice of time steps. A class of integrators

that allows for the time steps to be in arbitrary ratio is asynchronous variational

integrators (AVI) [59, 58, 57]. However the formulation and application of AVI in

the cited work is restricted to finite-element simulations. In this dissertation, we will

adapt AVI for particle simulations in order to remove the time step restriction of

r-RESPA and show that AVI is indeed a generalization of r-RESPA. Although MTS

schemes can be used to reduce the cost of particle simulations, there are potential

drawbacks. One such example is the presence of instabilities whose manifestation

is dependent on the choice of time steps [add list of citations]. Since r-RESPA is

a special instance of AVI, we expect AVI to inherit the instabilities observed in the

application of r-RESPA. To verify this, a thorough analysis of the stability of AVI is

also provided in the thesis.

While using multiple time steps reduces the cost of force evaluations, this reduction

is only by a constant factor i.e. the scaling is still O(N2) for long-range forces. Per-

haps a more pragmatic approach is to develop better scaling methods for evaulating

the force. Towards this end there are two main classes of methods, the particle mesh

Ewald (PME) method and the fast multipole method (FMM). PME [add citations] is

a grid-based O(N logN) method that utilizes fast Fourier transforms (FFTs) to com-

pute 1/r interactions (e.g. gravitation, electrostatics) for periodic systems. Despite

being quite popular for molecular dynamics simulations, PME will not be discussed

any further in this dissertation. On the other hand, the FMM [add citations] is a

tree-based O(N) method that uses analytical formulae to construct a low-rank ap-

proximation to represent far-field 1/r interactions. Since the low-rank approximation
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is dependent on the functional form of the kernel 1/r, a new FMM would need to

be derived and implemented for other types of interactions. Therefore it would be

convenient to have a black-box method that is applicable to a wide class of kernels

and would simply require the user to provide a routine that evaluates the kernel. The

construction of a black-box FMM comprises the next part of the dissertation.

Besides computational efficiency, improvements can also be made by introducing

novel techniques that enable the use of particle simulations in a new application area.

An example of such an area is the study of the mechanical properties of nanowires,

a cylindrical crystalline structure whose size is on the nano-scale. In particular it is

difficult to study the torsion and bending of nanowires experimentally due to their

small size. Even if the nanowire can be clamped down and held in place for tests

to be conducted, the end effects can adversely affect the data [add citations]. An-

other approach for this study is through numerical simulation. To remove the end

effects, periodic boundary conditions (PBCs) can be used to simulate an infinitely

long nanowire. However the current formulation of PBCs does not allow for the ap-

plication of torque or a bend. In the final part of this dissertation, we will discuss

how PBCs can be reformulated to handle torsion and bending and illustrate how this

technique can be applied to the molecular dynamics simulations of silicon nanowires.

1.2 Outline of Dissertation

This dissertation consists of three parts: (1) multi-scale methods in time (2) multi-

scale methods in space and (3) application of particle simulations to study mechanical

properties of nanowires.

For the work on multi-scale methods in time, we start in Chapter 2 with an

introduction to time integrators from a variational perspective and review how to

derive single-time-step integrators in this context. After discussing how the Trotter

factorization can alternatively be used to construct single-time-step integrators, the

process of building r-RESPA from this framework is summarized. We finish the

chapter by detailing how AVI can be constructed for particle simulations. In Chapter 3
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we investigate the stability of AVI in particle simulations. To start we focus on a two-

spring single mass system, a simple model which results from linearizing the potential

function around an minimum energy configuration. Assuming that one spring is stiff

while the other is soft, a different time step is selected for each spring and the stability

of the time integration for various time steps is examined. A rigorous linear stability

analysis is performed in addition to a host of empirical studies. Next the analysis

is extended to a 2-D periodic harmonic lattice, a more complex model that better

mimics the systems typically encountered in particle simulations. Finally we look into

the differences in the stability of AVI in molecular dynamics versus finite element

simulations. Due to the presence of resonances when large time steps are taken

in molecular dynamics simulations, Chapter 4 explains how AVI can be extended

for Langevin dynamics, a stochastic thermostat used for damping these instabilities.

After showing how an analog of AVI in the Langevin setting is constructed, we finish

with a numerical simulation of a peptide using the stochastic integrator.

We then shift our attention to multi-scale methods in space. In Chapter 5 a

review of the classical FMM is provided. Namely we start by detailing how a low-rank

approximation coupled with a proper spatial decomposition can be used to build a fast

summation method. We conclude with a summary of the analytical formulae needed

to achieve the O(N) scaling of the FMM. Next in Chapter 6 a black-box approach is

introduced that is applicable to a wide class of kernels, including the 1/r kernel at the

heart of the classical FMM. We start by showing how a low-rank approximation can

be constructed using Chebyshev interpolation. This approximation can be viewed

as a black box since it is independent of the functional form of the kernel. Pairing

the low-rank approximation with the FMM machinery gives the black-box FMM

(bbFMM). Next we discuss a strategy for accelerating the method through the use

of the singular value decomposition to reduce the size of the matrix-vector products

involved. Numerical results obtained from the application of the method to various

kernels wrap up the chapter. A discussion on the application of bbFMM to periodic

systems is provided in Chapter 7. After showing how to extend bbFMM to absolutely

convergent periodic sums, we explain that some extra handling is needed for periodic

sums with only conditional convergence. To close, numerical results illustrating this
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procedure are given.

Finally in Chapter 8 we show how to formulate periodic boundary conditions for

molecular dynamics simulations on the torsion and bending of silicon nanowires. This

allows us to use simulations to investigate the mechanical failure of nanowires from

torsion and bending without undesirable end effects. Derivations of the expressions

for the virial torque and virial bending moment are provided. Such an expression

gives the user a means of measuring the amount of torque (or bending moment) being

applied to the nanowire under torsion (or bending) PBCs. Various failure phenomena

are observed and presented at the end of the chapter.



Chapter 2

Variational Integrators

Symplectic integrators are usually adopted as the integrators of choice for simulation

of systems of particles (bio-molecules, proteins, crystals, gravitational N -body prob-

lems, . . . ) and for some computational mechanics applications. One of the reasons

behind this choice is their excellent long-time energy conservation properties, which

can be traced back to the existence of a shadow Hamiltonian function almost exactly

conserved by the numerical trajectory, see, e.g. [78, 8].

A powerful and flexible approach for deriving symplectic integrators stems from a

discrete version of Hamilton’s principle, which led to the development of variational

integrators [87, 61, 66, 58]. In this approach the starting point consists in constructing

a suitable approximation to the action integral, termed the action sum. The algorithm

then follows by requesting the discrete trajectory to be a stationary point of the

action sum. Any variational integrator is symplectic, and conversely. Additionally,

variational integrators can be constructed to have other outstanding conservation

properties by taking advantage of a discrete version of Noether’s theorem [60, 66, 59],

which guarantees that for each symmetry operation of the discrete action there exists

a corresponding conserved quantity, as in the continuous-time case. These and other

features of the theory of variational integrators have been thoroughly discussed in

many earlier references (see previous references and [93, 65, 92, 70, 58, 66]); hence we

shall skip further discussions herein.

Asynchronous variational integrators (AVI) are a class of variational integrators

6
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distinguished by the trait of enabling the use of different time steps for different

potential energy contributions to a mechanical system. Their formulation and use in

the context of finite element (FE) discretizations in solids and some fluid mechanics

simulations can be found in [59, 58, 57], and they essentially amount to considering

a possibly-different time step for each element in the mesh. These algorithms share

many features with other multiple time step methods in computational mechanics,

commonly known as subcycling or element-by-element methods [73, 7, 7, 73, 47, 83,

22, 20, 19, 35, 34]. In the context of particle simulations, in particular molecular

dynamics, r-RESPA [90, 38] is perhaps the most widely known multiple time step

method. Here different potential energy terms are integrated with time steps in

integer ratios. In this chapter we will show how AVI can be formulated for particle

simulations by generalizing r-RESPA to arbitrary time step ratios.

We begin by describing the variational principle in the continuous-time setting.

We then extend this framework to the discrete case and show how variational inte-

grators can be obtained. As an example this procedure will be demonstrated for the

velocity Verlet (VV) integrator. Next we present an alternative approach to deriving

the VV integrator by using the Trotter factorization and apply these ideas recursively

to obtain r-RESPA. Finally we close by including the derivation of AVI from a discrete

version of the variational principle and comment about its implementation. Although

the algorithm is essentially identical to that introduced in [58], it is presented here

in a framework better suited for particle simulations. The key difference is the defi-

nition of the positions for all the degrees of freedom at every potential update. This

enables the construction of a single discrete Lagrangian between any two consecutive

potential updates, as opposed to the discrete Lagrangians per element that naturally

appear in the continuum mechanics setting of [58], but that do not have a natural

analog in the ordinary differential equation case. By construction, it is then evident

that AVI is symplectic. The AVI algorithm is presented in the non-staggered form

which is commonly found in molecular dynamics integrators such as r-RESPA.
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2.1 Continuous Variational Principle

The Lagrangian for a system of N particles is given by the difference between the

kinetic and potential energies:

L(q, q̇) =
N∑
a=1

1

2
ma ||q̇a||2 − V (q)

where ma is the mass of particle a, qa is the position of particle a, q = {qa} is the

collection of all particle positions, q̇a is the velocity of particle a, and V (q) is a given

potential function. The action of an arbitrary trajectory q(t) of the Lagrangian system

is defined as the time integral of L(q(t), q̇(t)) over the interval of interest [0, T ]:

S[q(·)] =

∫ T

0

L(q(t), q̇(t))dt.

Hamilton’s variational principle states that the trajectory q(t) followed by the parti-

cles is a stationary point of the action integral S among all smooth trajectories with

the same initial and end points, q(0) and q(T ), respectively, i.e., δS = 0 for any

variation δq(t) satisifying δq(0) = 0 and δq(T ) = 0. Assuming that the trajectory

q(t) is a stationary point gives

0 = δS =

∫ T

0

(
∂L

∂q
δq +

∂L

∂q̇
δq̇

)
dt.

Using integration by parts and applying the boundary conditions δq(0) = 0 and

δq(T ) = 0 we have

0 =

[
∂L

∂q̇
δq

]t=T
t=0

+

∫ T

0

(
∂L

∂q
− d

dt

(
∂L

∂q̇

))
δq dt =

∫ T

0

(
∂L

∂q
− d

dt

(
∂L

∂q̇

))
δq dt.

Since this result must hold for all variations δq(t) we obtain the Euler-Lagrange

equations for this variational principle:

∂L

∂q
=

d

dt

(
∂L

∂q̇

)
.
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Substituting in the Lagrangian defined above we have

−∂V
∂q

= mq̈

which is precisely Newton’s equations of motion.

2.2 Discrete Variational Principle

Variational integrators are constructed by mimicking this variational structure in the

discrete case. The essential idea is to approximate the action over a discrete trajectory

and use a discrete variational principle to obtain the algorithm. More precisely, the

time interval [0, T ] is partitioned into a sequence of times {tj} = {t0 = 0, . . . , tM = T}
with a time step h, and a discrete trajectory on this partition is a sequence of positions

{qj} = {q0, . . . , qM}. The approximation of the action, the action sum, is constructed

as

Sd[{qj}] =
M−1∑
j=0

Ld(qj, qj+1),

where Ld(q, q̃) is the discrete Lagrangian. The integrator follows by employing a

discrete version of Hamilton’s principle: the discrete trajectory renders δSd = 0 for

any variation δq satisfying δq0 = 0 and δqM = 0. The discrete Euler-Lagrange

equations for this variational principle are

∂

∂q
Ld(qj, qj+1) +

∂

∂q̃
Ld(qj−1, qj) = 0, (2.1)

for j = 1, . . . ,M − 1, where ∂Ld(·, ·)/∂q and ∂Ld(·, ·)/∂q̃ indicate the partial deriva-

tives of Ld with respect to its first and second arguments, respectively. The discrete

momenta {pj} are generally defined, via a discrete Legendre transform, to be

pj =
∂

∂q̃
Ld(qj−1, qj) = − ∂

∂q
Ld(qj, qj+1), (2.2)

where the second equality follows from the discrete Euler-Lagrange equations (2.1).

Eq. (2.2) implicitly defines a symplectic map (qj, pj) 7→ (qj+1, pj+1), see e.g. [41], so
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all variational integrators are symplectic. As a result, variational integrators conserve

energy very well (no drift) over long time scales [76, 39]. This is a key property for

molecular dynamics and other problems.

To illustrate the procedure for deriving variational integrators we will show that

by approximating the action with a particular discrete Lagrangian, the velocity Verlet

(VV) integrator can be obtained, as shown for example in [53]. We start by recalling

the VV integrator for a system of N particles with masses m = (m1, . . . ,mN). Let

the positions be given by Cartesian coordinates x = (x1, . . . , xN) with corresponding

velocities v = ẋ = (v1, . . . , vN) and assume these particles interact according to

a given potential function V (x). Their trajectories x(t) are governed by Newton’s

equations of motion F = M a where F = −∇V (x), M is the diagonal matrix with

the particle masses along the diagonal, and a = ẍ. For this system the VV integrator

is given by:

vj+1/2 = vj +
h

2
M−1F j (2.3a)

xj+1 = xj + h vj+1/2 (2.3b)

vj+1 = vj+1/2 +
h

2
M−1F j+1 (2.3c)

where h is the time step, tj = jh, xj = x(tj), vj = v(tj), and F j = F (xj), for any

non-negative integer j. The VV integrator can also be written in a time-staggered

form:

xj+1 = xj + h vj+1/2

vj+3/2 = vj+1/2 + hM−1F j+1.

Letting the discrete Lagrangian be the approximation of the action over a time

interval of size h obtained by replacing q̇ with a finite difference and integrating the

potential with the trapezoidal rule, we have

Ld(q, q̃) = h

(
N∑
a=1

1

2
ma

∣∣∣∣∣∣∣∣ q̃a − qah

∣∣∣∣∣∣∣∣2 − V (q) + V (q̃)

2

)
. (2.4)
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Plugging this discrete Lagrangian (2.4) into Eq. (2.2), the momenta are given by

pja = ma

(
qja − qj−1

a

h

)
− h

2

∂V

∂qa
(qja) = ma

(
qj+1
a − qja
h

)
+
h

2

∂V

∂qa
(qja). (2.5)

From Eq. (2.5) and given (qj, pj):

pja = ma

(
qj+1
a − qja
h

)
+
h

2

∂V

∂qa
(qja) ⇒ qj+1

a = qja +
h

ma

(
pja −

h

2

∂V

∂qa
(qja)

)
pj+1
a = ma

(
qj+1
a − qja
h

)
− h

2

∂V

∂qa
(qj+1
a ).

Eqs. (2.3a), (2.3b) and (2.3c) are recovered provided the velocities at half steps are

defined as

q̇j+1/2
a =

qj+1
a − qja
h

,

the positions q and momenta p are replaced by x and mv respectively, and the equa-

tions are rewritten in vector form.

2.3 Trotter Factorization

An alternative approach to deriving the VV integrator is by using the Trotter fac-

torization of the classical Liouville propagator. We begin by defining the Liouville

operator L for a Hamiltonian system with N degrees of freedom in Cartesian coordi-

nates as

iL =
N∑
a=1

(
q̇a

∂

∂qa
+ ṗa

∂

∂pa

)
where qa and pa are the position and conjugate momentum, respectively, of the a-

th degree of freedom in the system. The appearance of the imaginary number i in

the definition is just a notational artifact from quantum mechanics. Now letting

Γ = {qa, pa} be the phase space vector denoting the state of the system it can be

easily shown that

Γ̇ = iLΓ.
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The solution to this differential equation, given the initial state Γ(0), can be expressed

as

Γ(t) = exp(iLt)Γ(0) = U(t)Γ(0)

where

U(t) = exp(iLt)

is the classical Liouville propagator. However it is not obvious how to evaluate the

action of U(t) on the state vector Γ(0). One approach is to decompose the Liouville

operator into two parts:

iL = iL1 + iL2

where

iL1 =
N∑
a=1

ṗa
∂

∂pa
=

N∑
a=1

Fa(q)
∂

∂pa

iL2 =
N∑
a=1

q̇a
∂

∂qa
=

N∑
a=1

pa
ma

∂

∂qa

with the second equality for each operator resulting from the application of Hamilton’s

equations of motion. As a result for any phase space function f(Γ) we have

iL1f =
N∑
a=1

Fa(q)
∂f

∂pa
and iL2f =

N∑
b=1

pb
mb

∂f

∂qb
.

An important property of this splitting is that the composition of these two operators

do not commute. To see this we start by computing the two compositions

(iL1) (iL2) f = (iL1)
N∑
b=1

pb
mb

∂f

∂qb

=
N∑
a=1

Fa(q)
∂

∂pa

N∑
b=1

pb
mb

∂f

∂qb

=
N∑
a=1

N∑
b=1

[
1

mb

Fa(q)
∂pb
∂pa

∂f

∂qb
+
pb
mb

Fa(q)
∂2f

∂pa∂qb

]
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and

(iL2) (iL1) f = (iL2)
N∑
a=1

Fa(q)
∂f

∂pa

=
N∑
b=1

pb
mb

∂

∂qb

N∑
a=1

Fa(q)
∂f

∂pa

=
N∑
a=1

N∑
b=1

[
pb
mb

∂Fa(q)

∂qb

∂f

∂pa
+
pb
mb

Fa(q)
∂2f

∂pa∂qb

]
.

Letting

[iL1, iL2] = (iL1) (iL2)− (iL2) (iL1)

denote the commutator between the operators iL1 and iL2, it is evident that [iL1, iL2] 6=
0 hence the two operators do not commute. A direct consequence is that the appli-

cation of this splitting to the Liouville propagator U(t) leads to only a first-order

accurate propagator. This can be verified by comparing the corresponding Taylor

series expansions of the propagators:

U(t) = exp((iL1 + iL2)t)

= 1 + (iL1 + iL2)t+ (iL1 + iL2)2 t
2

2
+ · · ·

= 1 + (iL1 + iL2)t+
1

2

[
(iL1)2 + (iL1)(iL2) + (iL2)(iL1) + (iL2)2

]
t2 + · · ·

exp(iL1t) = 1 + iL1t+
1

2
(iL1)2t2 + · · ·

exp(iL2t) = 1 + iL2t+
1

2
(iL2)2t2 + · · ·

exp(iL1t) exp(iL2t) = 1 + (iL1 + iL2)t+
1

2

[
(iL1)2 + 2(iL1)(iL2) + (iL2)2

]
t2 + · · ·

= U(t) + [iL1, iL2] t2 + · · ·
exp(iL2t) exp(iL1t) = 1 + (iL1 + iL2)t+

1

2

[
(iL1)2 + 2(iL2)(iL1) + (iL2)2

]
t2 + · · ·

= U(t)− [iL1, iL2] t2 + · · ·
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Due to the non-zero commutator, both exp(iL1t) exp(iL2t) and exp(iL2t) exp(iL1t)

exhibit an error in the second-order term.

To derive a higher-order propagator from this formalism we first observe that the

leading error terms of the two decompositions have opposite signs. Hence a reasonable

choice would be to take a composition of the two:

G(t) = exp(iL1(t/2)) exp(iL2(t/2)) exp(iL2(t/2)) exp(iL1(t/2))

= exp(iL1(t/2)) exp(iL2t) exp(iL1(t/2))

where the last equality holds since iL2 commutes with itself. The error can once again

be determined by performing a Taylor series expansion of the operators involved:

exp(iL1(t/2)) = 1 +
1

2
iL1t+

1

8
(iL1)2t2 + · · ·

exp(iL2t) = 1 + iL2t+
1

2
(iL2)2t2 + · · ·

Multiplying together these expansions and collecting like powers of t gives:

exp(iL1(t/2)) exp(iL2t) exp(iL1(t/2)) = 1 +

[
1

2
iL1 + iL2 +

1

2
iL1

]
t

+

[
1

8
(iL1)2 +

1

2
(iL2)2 +

1

8
(iL1)2 +

1

2
(iL2)(iL1) +

1

2
(iL1)(iL2) +

1

4
(iL1)2

]
t2 + · · ·

Simplifying the coefficients we have:

G(t) = 1 + (iL1 + iL2) t+
1

2

[
(iL1)2 + (iL1)(iL2) + (iL2)(iL1) + (iL2)2

]
t2 + · · ·

= 1 + (iL1 + iL2) t+
1

2
(iL1 + iL2)2 t2 + · · ·

= U(t) +O(t3).

Therefore G(t) is a second-order accurate propagator. In addition since G(t) is sym-

metric, it also preserves the time-reversibility of Hamiltonian dynamics, i.e. G(−t) =

G(t).

To construct a time integrator from the propagator G(t) we appeal to the Trotter
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factorization [add citation]

U(t) = lim
P→∞

[G(t/P )]P .

Taking P large then

U(t) ≈ [G(t/P )]P

which can be rewritten as follows by taking the P -th root on both sides:

exp(iLt/P ) ≈ exp(iL1t/2P ) exp(iL2t/P ) exp(iL1t/2P ).

Interpreting the small time interval t/P as a single time step h the Trotter factoriza-

tion results in the following decomposition:

exp(iLh) ≈ exp(iL1(h/2)) exp(iL2h) exp(iL1(h/2)).

Hence the Trotter factorization gives rise to the second-order accurate integrator

G(h) = exp(iL1(h/2)) exp(iL2h) exp(iL1(h/2))

where G(h) is a discrete propagator that advances the system forward by the time

step h.

To obtain the VV integrator from the Trotter factorization recall that

iL1 =
N∑
a=1

Fa(q)
∂

∂pa
, iL2 =

N∑
a=1

pa
ma

∂

∂qa
.

Then the corresponding discrete propagator is

G(h) = exp

[
h

2

N∑
a=1

Fa(q)
∂

∂pa

]
exp

[
h

N∑
a=1

pa
ma

∂

∂qa

]
exp

[
h

2

N∑
a=1

Fa(q)
∂

∂pa

]
.

To determine the action of each of these three operators on the state vector Γ we
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begin by observing that [
exp

(
c
∂

∂x

)]
f(x) = f(x+ c)

where c is independent of x. This result can be shown by expressing the left-hand

side as a power series expansion

[
exp

(
c
∂

∂x

)]
f(x) =

[
1 +

(
c
∂

∂x

)
+

1

2

(
c
∂

∂x

)2

+ · · ·
]
f(x)

= f(x) + c
∂

∂x
f(x) +

1

2
c2 ∂

2

∂x2
f(x) + · · ·

=
∞∑
i=0

f (i)(x)

i!
ci

and recognizing that the final expression is simply the Taylor series expansion of

f(x+ c) about x. If f(x) is replaced by g(y) where y is independent of x then

[
exp

(
c
∂

∂x

)]
g(y) =

[
1 +

(
c
∂

∂x

)
+

1

2

(
c
∂

∂x

)2

+ · · ·
]
g(y) = g(y).

The application of G(h) to the state at time jh Γ(jh) = {qja, pja} can be broken

down into three steps. First:

exp

[
h

2

N∑
a=1

Fa(q)
∂

∂pa

]
{qja, pja} = {qja, pja +

h

2
Fa(q

j)}.

Letting

pj+1/2
a = pja +

h

2
Fa(q

j)

the second step can then be expressed as:

exp

[
h

N∑
a=1

pa
ma

∂

∂qa

]
{qja, pj+1/2

a } = {qja +
h

ma

pj+1/2
a , pj+1/2

a }.
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Now defining

qj+1
a = qja +

h

ma

pj+1/2
a

the final step, similar to the first, gives:

exp

[
h

2

N∑
a=1

Fa(q)
∂

∂pa

]
{qj+1

a , pj+1/2
a } = {qj+1

a , pj+1/2
a +

h

2
Fa(q

j+1)}.

In vector form the integrator can be summarized as

pj+1/2 = pj +
h

2
F j

qj+1 = qj + hM−1pj+1/2

pj+1 = pj+1/2 +
h

2
F j+1.

Replacing the position vector q with x and the momentum vector p with Mv, the VV

integrator given by Eq. (2.3) is recovered.

2.4 Derivation of r-RESPA

In this section we will describe how the multiple time stepping method r-RESPA

[90, 38] can be derived from the Trotter factorization, as shown in [90]. The Trotter

factorization can be extended to systems whose potential V (q) can be written as a sum

of a fast-varying potential V fast(q) and a slow-varying potential V slow(q) as follows.

Since V slow(q) is a smooth potential, we would like to integrate it less frequently

by choosing a larger time step than that for V fast(q). To generate a multiple time

stepping method we start with the following decomposition of the Liouville operator:

iL = iLslow + iLfast
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where

iLslow =
N∑
a=1

F slow
a (q)

∂

∂pa

iLfast =
N∑
a=1

F fast
a (q)

∂

∂pa
+

N∑
a=1

pa
ma

∂

∂qa

Noting that the operator iLfast is the same as that for a single-potential system, the

Trotter factorization can be applied to this propagator to give

Gfast(h) = exp

[
h

2

N∑
a=1

F fast
a (q)

∂

∂pa

]
exp

[
h

N∑
a=1

pa
ma

∂

∂qa

]
exp

[
h

2

N∑
a=1

F fast
a (q)

∂

∂pa

]

where h is the time step for V fast(q). Now observing that iL is itself a decomposition

of two operators, the Trotter factorization can be used again to obtain a propagator

for the entire two-potential system:

G(∆t) = exp

[
∆t

2

N∑
a=1

F slow
a (q)

∂

∂pa

]
exp

(
iLfast∆t

)
exp

[
∆t

2

N∑
a=1

F slow
a (q)

∂

∂pa

]

with ∆t corresponding to the time step for V slow(q). If ∆t is chosen to be an integer

multiple of h, say ∆t = Mh, then we have

G(∆t) = exp

[
∆t

2

N∑
a=1

F slow
a (q)

∂

∂pa

]
exp

(
iLfastMh

)
exp

[
∆t

2

N∑
a=1

F slow
a (q)

∂

∂pa

]

= exp

[
∆t

2

N∑
a=1

F slow
a (q)

∂

∂pa

] [
exp

(
iLfasth

)]M
exp

[
∆t

2

N∑
a=1

F slow
a (q)

∂

∂pa

]

= exp

[
∆t

2

N∑
a=1

F slow
a (q)

∂

∂pa

] [
Gfast(h)

]M
exp

[
∆t

2

N∑
a=1

F slow
a (q)

∂

∂pa

]
.

The integrator that results from this sequence of propagators is exactly r-RESPA for

a system with two potentials [90]. By determining the action of each exponential in

the factorization, Algorithm 1 is obtained.
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Algorithm 1 r-RESPA for Two Potentials

Input: x0; v0; time steps h and ∆t = Mh
Output: (x{i}, v{i}), for all times ti = ih

Initialization
i = 0
x = x0; v = v0

Compute forces F slow(x) and F fast(x)

Integrate the system over the time interval [0, T ] where T = P∆t
for all p = 1 to P do {Loop over slow time step ∆t}

for all a do {Half-kick for slow potential}
va = va + ∆t

2
F slow
a

ma
end for
for all m = 1 to M do {Loop over fast time step h}

for all a do {Half-kick for fast potential}
va = va + h

2
F fast
a

ma
end for
x = x+ h v {Drift}
Compute F fast(x)
for all a do {Half-kick for fast potential}
va = va + h

2
F fast
a

ma
end for
i = i+ 1;
xi = x; vi = v

end for
Compute F slow(x)
for all a do {Half-kick for slow potential}
va = va + ∆t

2
F slow
a

ma
end for
vi = v

end for



CHAPTER 2. VARIATIONAL INTEGRATORS 20

The operator splitting presented in this section can be applied recursively to con-

struct a multiple time step integrator for systems in which the potential V (q) can

written as a sum of K potentials

V (q) =
K∑
k=1

Vk(q).

Here we assume that the potentials Vk(q) become smoother as k increases hence larger

time steps can be chosen for larger k. By choosing all successive time step pairs to be

in integer relation, this results in r-RESPA for a K-potential system. In the following

section we will show that r-RESPA can be recovered from the variational framework

by observing that it is a specific instance of AVI, namely when the time steps are

chosen to be in integer ratios.

2.5 Derivation of AVI

We discuss next the derivation of AVI. The types of asynchronous discretizations

discussed herein are applicable to situations in which the potential V (q) can be written

as the sum of K potentials:

V (q) =
K∑
k=1

Vk(q).

In the context of finite-element discretizations of continuum mechanics equations this

decomposition is naturally accomplished on an element-by-element basis, while in the

context of molecular dynamics for large proteins it is often achieved by splitting the

forces into strong, short-ranged ones and weak, long-ranged ones. In these situations

it is possible to integrate each one of the potentials Vk with a different time step,

obtaining in this way a more efficient algorithm for a given desired accuracy.

The idea is then to assign to each potential Vk a sequence of times {0 = t0k <

. . . < tMk
k = T}. Additionally, we construct the sequence of all times in the system

{θ0 < θ1 < . . . < θM} by lumping together all potential times in a strictly increasing

sequence; see the example in Fig. 2.1. As before, the position of the system at time θi
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time

V2

0

V1

t01

t02

θ0

t11

θ1

t12

θ2

t21

t22

θ3

t31

θ4

t32

θ5

t41

t42

θ6

T

Figure 2.1: Example of a time discretization for AVI. In this case a split into two
potential energy functions is adopted. The times for potential V1 are {0, t11, t21, t31, t41}
and those of potential V2 are {0, t12, t22, t32, t42}. The resulting set of all time steps in
the system is {θ0 = t01 = t02, θ

1 = t11, θ
2 = t12, θ

3 = t21 = t22, θ
4 = t31, θ

5 = t32, θ
6 = t41 =

t42 = T}.

is denoted by qi, and a discrete trajectory is the sequence of positions {q0, . . . , qM}.
For each time θi we define the set K(i) as:

K(i) = {k | ∃j, tjk = θi}.

For each k ∈ K(i), we can define:

h
i+1/2
k

def
= tj+1

k − tjk and h
i−1/2
k

def
= tjk − tj−1

k ,

where tjk = θi.

The discrete Lagrangian for AVI is:

Ld(q, q̃, i) =
N∑
a=1

1

2
ma∆θ

∥∥∥∥ q̃a − qa∆θ

∥∥∥∥2

−
∑
k∈K(i)

h
i+1/2
k

2
Vk(q)−

∑
k∈K(i+1)

h
i+1/2
k

2
Vk(q̃), (2.6)

with ∆θ = θi+1 − θi. The discrete action sum follows as

Sd =
M−1∑
i=0

Ld(qi, qi+1, i).
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V2
t
j(i)
2 t

j(i)+1
2

h
i+1/2
2

time

θi θi+1

V1

t
j(i+1)−1
1 t

j(i+1)
1

h
i+1/2
1

Figure 2.2: Graphical interpretation of the arguments of the discrete Lagrangian for
AVI, Eq. (2.6), for a generic time interval (θi, θi+1). The first term on the right-hand-
side of Eq. (2.6) approximates the action stemming from the kinetic energy during
(θi, θi+1). In contrast, each one of the two remaining terms account for one half of
the contribution of potentials at time θi and θi+1.

A graphical interpretation of this discrete Lagrangian is shown in Fig. 2.2.

One of the noteworthy features of this presentation, in contrast to that in [58], is

that the discrete Lagrangian is not a consistent approximation of the action during

a time interval (θi, θi+1), in the sense explained in [66]. Nonetheless, Sd is still a

consistent approximation of the action over the whole trajectory during the time

interval [0, T ]. This is evident from rearranging the terms in the sum, namely,

Sd =

N∑
a=1

M−1∑
i=0

1

2
ma(θ

i+1 − θi)
∣∣∣∣∣∣∣∣qi+1

a − qia
θi+1 − θi

∣∣∣∣∣∣∣∣2 − K∑
k=1

Mk−1∑
j=0

(tj+1
k − tjk)

Vk(q
k,j+1) + Vk(q

k,j)

2
,

where qk,j is the position at time tjk. The discrete Euler-Lagrange equations take the

form:

maq̇
i+1/2
a −maq̇

i−1/2
a = −

∑
k∈K(i)

h
i−1/2
k + h

i+1/2
k

2

∂Vk
∂qa

(qi) (2.7)

where

q̇i+1/2
a

def
=
qi+1
a − qia
θi+1 − θi .
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Eq. (2.2) defines the momenta {p0, . . . , pM}, to wit

pia = maq̇
i−1/2
a −

∑
k∈K(i)

h
i−1/2
k

2

∂Vk
∂qa

(qi) = maq̇
i+1/2
a +

∑
k∈K(i)

h
i+1/2
k

2

∂Vk
∂qa

(qi).

This derivation of AVI and the method itself differ slightly from those provided

in [58, 59]. The first difference with [58, 59] is the precise definition of the map

(qi, pi) 7→ (qi+1, pi+1), which was absent in the previous references. One key con-

sequence is that it makes the symplectic nature of the asynchronous discretization

evident: due to the two-point discrete Lagrangian in Eq. (2.6) and its associated

definition of the momenta, the resulting map is symplectic. In contrast, in [58], it is

shown that AVI is a multi-symplectic algorithm, which is a natural concept in the

context of continuum mechanics, but that lacks a clear or traditional interpretation

in the ordinary differential equations setting.

The second difference is the use of a trapezoidal rule to approximate the action

integral within each elemental time step, as opposed to the rectangle rule adopted in

[58, 59]. A consequence of this choice is the appearance of the average of two consec-

utive time step sizes in the discrete Euler-Lagrange equations (2.7). This difference

vanishes when the time step for each potential is constant.

Finally, by reverting to the x and v notation adopted at the beginning of the

section AVI reads

vi+1/2
a = via −

1

ma

∑
k∈K(i)

h
i+1/2
k

2

∂Vk
∂xa

(xi), (2.8a)

xi+1 = xi + (θi+1 − θi) vi+1/2 (2.8b)

vi+1
a = vi+1/2

a − 1

ma

∑
k∈K(i+1)

h
i−1/2
k

2

∂Vk
∂xa

(xi+1), (2.8c)

which reduces to VV when all time steps are identical.

It can also be verified that AVI is a generalization of r-RESPA. To this end, it

is enough to choose the time steps for each potential such that hk+1/hk = rk is an

integer, for all k ≥ 1. In that case, Eq. (2.8a)–(2.8c) can be implemented as shown



CHAPTER 2. VARIATIONAL INTEGRATORS 24

in Algorithm 3 in Appendix A.1. This algorithm is identical to r-RESPA.

2.6 Algorithm Implementation of AVI

Since each of the potentials Vk has a different time step, a priority queue is used

to determine the order in which the potentials are evaluated. The elements of this

priority queue have the form (tjk, k), where tjk is the next time at which potential

Vk needs to be evaluated, with the elements sorted in ascending order with respect

to tjk. In case of equality of tjk for different ks, the ordering does not matter. As a

result the element at the top gives the time of the next potential evaluation and the

indices j and k corresponding to the time tjk. The AVI routine in Algorithm 2 below

is a possible implementation, best tailored for problems with only a few different

potentials with essentially all degrees of freedom as the arguments for each one of

them. This is a typical situation encountered in the simulation of macromolecules

with molecular dynamics. In contrast, a version of the algorithm better suited for

finite-element-like simulations has already been introduced in [58]. In this latter case

there are a large number of different potentials with only a few arguments each.



CHAPTER 2. VARIATIONAL INTEGRATORS 25

Algorithm 2 AVI Algorithm

Input: θ0; x0; v0; set of all potential times t
{j}
{k}

Output: (θ{i}, x{i}, v{i}), for all i

Initialization
i = 0
v = v0; x = x0; θold = θ0

F 1/2 = F−1/2 = 0
for all k do

Push (t0k, k) into the priority queue Q

Mk = size of array t
{j}
k

end for

Integrate the system over the time interval [0, T ]
while priority queue is not empty do

Pop the top element (tjk, k) from Q
θnew = tjk
if θnew > θold then

for all a do {Half-kick}
va = va + 1

2
F
−1/2
a

ma
end for
xi = x; vi = v; θi = θold

i = i+ 1
for all a do {Half-kick}
va = va + 1

2
F

1/2
a

ma
end for
x = x+ (θnew − θold) v {Drift}
F 1/2 = F−1/2 = 0

end if
θold = θnew

if j > 0 then
F−1/2 = F−1/2 − (tjk − tj−1

k )∇Vk(x)
end if
if j < Mk then
F 1/2 = F 1/2 − (tj+1

k − tjk)∇Vk(x)
Push (tj+1

k , k) into the priority queue Q
end if

end while
for all a do {Half-kick}
va = va + 1

2
F
−1/2
a

ma
end for
xi = x; vi = v; θi = θold



Chapter 3

Stability of Variational Integrators

The adoption of multiple time step integrators can provide substantial computational

savings for mechanical systems with multiple time scales. However, the scope of these

savings may be limited by the range of allowable time step choices. In this chapter we

analyze the linear stability of variational integrators. We perform a detailed analysis

for the case of a one-dimensional particle moving under the action of a soft and a stiff

quadratic potential, integrated with two time steps in rational ratios. In this case,

we provide sufficient conditions for the stability of the method. These generalize to

the fully asynchronous AVI case the results obtained for synchronous multiple time

stepping schemes, such as r-RESPA, which show resonances when the larger time

step is a multiple of the effective half-period of the stiff potential. Additionally, we

numerically investigate the appearance of instabilities. Based on the experimental

observations, we conjecture the existence of a dense set of unstable time steps when

arbitrary rational ratios of time steps are considered. In this way, unstable schemes

for arbitrarily small time steps can be obtained. However, the vast majority of these

instabilities are extremely weak and do not present an obstacle to the use of these

integrators. We then applied these results to analyze the stability of multiple time step

integrators in the more complex mechanical systems arising in molecular dynamics

and solid dynamics. We explained why strong resonances are ubiquitously found in

the former, while rarely encountered in the latter.

26



CHAPTER 3. STABILITY OF VARIATIONAL INTEGRATORS 27

3.1 Introduction

It has been long recognized that r-RESPA, whose formulation was described in

Sec. 2.4, can display resonance instabilities, especially in the context of molecular

dynamics simulations [50, 3, 79, 81, 63, 9]. These resonances severely limit the rel-

ative size of the time steps. Several approaches have been proposed to reduce these

instabilities. Schlick et al. [3, 4, 77] used Langevin dynamics along with extrapolative

methods. An appropriate choice of the friction coefficient in the Langevin equation

stabilizes the trajectories even with very large time steps. The isokinetic Nosé-Hoover

chain RESPA proposed by Minary et al. [69] is another method that produces stable

trajectories for large time steps. Mollified versions of r-RESPA such as MOLLY were

developed by Izaguirre et al. [51]. MOLLY retains instabilities but they appear for

larger values of the time steps (up to 50% greater). When the fast potentials are

assumed to be quadratic, an elegant procedure, called the two-force method [40, 41],

removes all resonances and captures the correct coupling between slow and fast forces

(see also [43]). However, the extension of this scheme to situations with more than

two time steps has not been reported so far.

Contrary to molecular dynamics, resonance instabilities have not hampered the

use of multiple time step methods in computational solid mechanics. Stability anal-

yses for several subcycling methods have been performed [46, 6, 21, 20, 19]. In

particular, many interesting aspects of the stability of some subcycling methods have

been highlighted in [20, 21]. Therein, it was posited that the reason behind the suc-

cessful performance of multiple time step methods in solid dynamics is that the set

of resonant time steps is very small. Consequently (within some reasonable stabil-

ity considerations), it is unlikely in practice that resonant time steps will be chosen.

Even though the algorithms analyzed therein are not symplectic, and hence essentially

differ from AVI, we shall see that these same observations are valid for AVI.

The key distinctive feature of AVI over r-RESPA or many of the subcycling al-

gorithms is that time steps in arbitrary ratios can be considered. This extra degree

of freedom becomes very useful in FE simulations, since time steps can be made to

vary smoothly throughout the mesh. In the molecular dynamics context, this freedom
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enables the adoption of more general decompositions of the potential energy, each one

with a characteristic time and length scale. In fact, as we shall discuss in subsequent

sections, AVI generalizes r-RESPA to arbitrary (instead of integer) time step ratios.

The complex stability considerations found in previous multiple time step methods

with integer time step ratios is enriched when rational time step ratios are considered.

The description of these novel features and their analysis are one of the two main

contributions in this chapter. The second key contribution is to utilize this analysis

and some carefully crafted numerical experiments to explain the dichotomy in the

behavior of AVI between molecular and solid dynamics simulations.

The key contributions found in this chapter are:

1. A linear stability analysis of AVI when two time steps h1 and h2 are used to

integrate a one-degree of freedom harmonic oscillator whose potential energy has

been split into a stiff and a soft part. We provide, in the form of Proposition 1,

a bound on the trace of the amplification matrix for integrators in which h2/h1

is a rational number. As a corollary, a sufficient condition for the stability of

the integrator follows. The resulting possible unstable time step combinations

generalize those obtained for r-RESPA in [3, 77] for the same system.

2. A conjecture that the set of unstable time steps is dense and that arbitrary

small unstable time steps exist. This conjecture is suggested by the theoretical

analysis and numerical experiments. Systematic numerical tests in which all

unstable time steps were obtained along lines of the form h2 = (p/q)h1 (p and q

integers) strongly support this conjecture. Most of these resonances, however,

are extremely weak and would require millions of time steps or more to be

observed, so they have no practical implications.

3. A numerical study of the location of the strongest instabilities as a function of

h1 and h2, again for a harmonic oscillator, which is similar to that presented in

[32]. We propose a criterion to characterize the location of the strongest reso-

nances, and verify its validity by predicting the location of the most important

resonances in the h1-h2 plane.
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4. We demonstrate, through numerical examples and some analysis, that the weak

long-range forces often present in molecular dynamics are the key culprit for

the stringent stability limitations of AVI. In the context of solid dynamics, the

local coupling between elements leads to a weak coupling between stiff and soft

regions when these vary smoothly in space. We show that as a consequence

the set of time steps leading to unstable schemes is very small, explaining why

these resonance instabilities that are pervasive in molecular dynamics are only

seldom observed in FE simulations with AVI.

Perhaps surprisingly, most of the features in the molecular dynamics and solid

mechanics examples can be simply understood with the analysis of the one-degree

of freedom system. The integration of weak long-range forces with a large time step

near an integer multiple of the half-period of one of the natural modes in the system

leads to a resonance instability. This is manifested as an exponential growth of the

amplitude of that mode. The width of the resonance for each mode, i.e. the range of

time steps for which a resonance is encountered, decreases with the stiffness of the

long-range forces. Consequently, the weaker the forces the more difficult it is to excite

a resonant mode, and the slower the exponential growth is. In molecular dynamics,

the fact that long-range forces interact with every single degree of freedom in the

molecule leads to wide resonance intervals. Since in large molecular systems the set

of natural frequencies is dense, it is almost certain that beyond a certain threshold

one of these frequencies will satisfy the resonance condition. The same limitation is

found in most other methods such as r-RESPA.

In contrast, in solid dynamics, soft elements integrated with large time steps also

have the possibility of inducing a resonance in one or more of the high-frequency or

stiff natural modes of the discrete structure. However, numerical examples and ana-

lytical considerations show that the amplitude of the stiff modes decays exponentially

fast in a soft region; this leads to a very weak coupling between stiff and soft elements

and to very narrow resonance intervals. These resonances are so difficult to encounter

even when an explicit effort to find them is made, that they effectively have no prac-

tical implications, leading to a robust multiple time step integration algorithm. For

the same reasons, it follows that it is safer to pick time steps which vary smoothly in
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space, so that sudden transitions from stiff to soft materials do not induce resonant

instabilities. This is consistent with the findings in [21] for other multiple time step

integrators in solid dynamics.

In Section 3.2, the stability of r-RESPA discretizations for a harmonic oscillator is

reviewed [3, 77], since it is essential for the subsequent analysis of the more complex

AVI case in Section 3.3. Therein, the analysis proceeds by studying the stability

behavior of AVI in the case of a harmonic oscillator formed by two springs, in which

one is very soft relative to the other. The analysis reveals a sufficient condition for

stability. We are not able to specify the behavior of the discretization when these

conditions are not satisfied, but numerical experiments show that instabilities are

systematically encountered in at least part of each connected time step interval in

which these conditions are not met. A study of our conjecture that the set of unstable

time steps is dense follows. In particular, we provide specific examples of extremely

small time steps which lead to an exponential growth of the energy. The study of

the location of the strongest resonances for the harmonic oscillator is also presented

here. Section 3.4 contains the study of resonance instabilities for AVI in molecular

dynamics and solid dynamics simulations. A summary is given in Section 3.5.

3.2 Stability of multi-step integrators

We begin by analyzing the stability of VV and r-RESPA. Similar analyses have been

published elsewhere [77, 3]. However since we will show that the results for AVI

extend this analysis, we briefly recall the main results regarding VV and r-RESPA

(see e.g. [77, 3] for a similar analysis).

Consider a system of n first-order ODEs:

ẋ = Ax, x(0) = x0.

Let Q be the propagation matrix representing the numerical integrator xj+1 = Qxj,
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where {x0, x1, . . . , xM} is a time discretization of x(t). Then the integrator repre-

sented by Q is stable if and only if its eigenvalues λi(A) satisfy

|λi| ≤ 1 (3.1)

and are semi-simple1 when equal.

We should note that a linear stability analysis does not necessarily capture all

possible instabilities. Non-linearities can play an important role in rendering linearly

stable schemes unstable, as shown in [80].

We now focus on the propagation matrix QVV for a 1-D harmonic oscillator

ẍ+ Λx = 0, x(0) = x0, ẋ(0) = v0

integrated with VV. The matrix QVV acts on phase-space variables x and ẋ. It is

equal to:

QVV =

 1− h2

2
Λ h

−hΛ
(

1− h2

4
Λ
)

1− h2

2
Λ

 .
It can be shown that the eigenvalues of QVV satisfy the stability condition if and only

if

h <
2√
Λ
. (3.2)

The range of stable time steps can also be found by looking at the shadow Hamil-

tonian for the numerical integrator. Obtained from backward error analysis, the

shadow Hamiltonian for a symplectic integrator is such that the trajectory it gener-

ates matches exactly the numerical integrator at each time step. Shadow Hamiltoni-

ans are presented and discussed in greater detail in [41, 56, 68, 42]. Here the shadow

Hamiltonian will be constructed for Q2
VV instead of QVV. The reason is that QVV may

have negative eigenvalues in which case the shadow Hamiltonian is complex-valued.

However by considering Q2
VV the eigenvalues are always positive and the resulting

shadow Hamiltonian is always real. The shadow Hamiltonian for the integrator with

1An eigenvalue is semi-simple if the number of independent eigenvectors corresponding to that
eigenvalue is equal to its algebraic multiplicity.
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propagator matrix Q2
VV is

H̃VV(q, pq) =



(
p2q
2γ

+ 1
2
γΛq2

)
cos−1

“
1−h2

2
Λ

”
h
√

Λ
if h < 2/

√
Λ

−1
2
p2
q if h = 2/

√
Λ(

− p2q
2γ

+ 1
2
γΛq2

)
cosh−1

“
h2

2
Λ−1

”
h
√

Λ
if h > 2/

√
Λ

where pq is the conjugate momentum of the spatial coordinate q and

γ =

√√√√∣∣∣∣∣1−
(
h

2

√
Λ

)2
∣∣∣∣∣.

When h < 2/
√

Λ the shadow Hamiltonian agrees with the result from [68]. Noticing

that the level sets of H̃VV are ellipses if h < 2/
√

Λ we conclude that VV is stable in

this regime. However if h = 2/
√

Λ the level sets of H̃VV are now lines whereas for

h > 2/
√

Λ the level sets are hyperbolas. In both cases these contours correspond to

unstable trajectories. Therefore VV is unstable if h ≥ 2/
√

Λ.

To study the stability of multiple time step integrators, we start by examining the

basic resonance mechanism for these integrators. Consider a 1-D harmonic oscillator

with the splitting Λ = Λ1 + Λ2 where Λ1 ≥ Λ2 > 0. Hereafter the spring with spring

constant Λ1 will be referred to as the stiff spring and Λ2 as the soft spring. We

consider then the case in which the stiff spring is integrated exactly. This results in

a sinusoidal trajectory in time with constant energy as long as the soft spring is not

accounted for. The time-integration scheme for the soft spring modifies this trajectory

by imparting an impulse (or “kick”) on the oscillator at time intervals of length h2,

which makes the momentum instantaneously jump to a new value. Between any two

consecutive impulses, the trajectory is still sinusoidal in time with constant energy. If

h2 happens to be equal to an integer multiple of the half-period of the fast oscillator,

then a resonance occurs, as clearly illustrated by the phase diagram in Fig. 3.1. In

this case the initial conditions are x = 1 and ẋ = 0. The soft spring impulse is then

always applied when x = 1, ẋ ≤ 0 or x = −1, ẋ ≥ 0. In both cases, the sign of

the force is such that it results in a net growth in speed, bringing the oscillator to
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continue moving on a larger ellipse with increased energy. This leads to a resonant

behavior. An analog behavior will be observed for values of h2 that are close to but

not exactly equal to half of the period of the stiff oscillator, as we shall see next.
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Figure 3.1: Phase plane diagram of harmonic oscillator hit with a velocity impulse
every half-period. The initial conditions are x = 1 and ẋ = 0. Notice that in this case
the impulses result in a net energy growth, as evidenced by the radius of the circle
representing the trajectory of the harmonic oscillator.

With this resonance mechanism in mind we now proceed to examine the effect

of integrating the stiff spring with a discrete time step h1. Consider the case in

which h2 = ph1 where p is an integer. A single integration step of length h2 can be

decomposed as (see Eqs. (2.8)):[
xj+1

vj+1

]
= Vslow (Qfast)

p Vslow

[
xj

vj

]
def
= Qr-RESPA

[
xj

vj

]

where

Vslow =

[
1 0

−h2

2
Λ2 1

]
and

Qfast =

 1− h2
1

2
Λ1 h1

−h1Λ1

(
1− h2

1

4
Λ1

)
1− h2

1

2
Λ1

 .
Since Qr-RESPA is the product of matrices each with determinant 1, its determinant is
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also 1. Therefore when |Tr(Qr-RESPA)| < 2, the two eigenvalues are distinct complex

conjugates lying on the unit circle. Hence the integrator is stable.

When |Tr(Qr-RESPA)| = 2, the two eigenvalues of Qr-RESPA are identical, and equal

to 1 or −1. Since stability requires the eigenvalue to be semi-simple in that case,

it follows that the algorithm is stable if and only if Qr-RESPA = ±I, where I is the

identity matrix. This leads to h1 = h2 = 0. Hence, the case |Tr(Qr-RESPA)| = 2 is

always unstable.

Henceforth we shall assume that the stiff spring integrator is itself stable, i.e.,

that h2
1Λ1 < 4. The trace can then be expressed in terms of an invertible function

θ : [0, 2/
√

Λ1] 7→ [0, π], θ(h1), such that:

cos θ = 1− h2
1

2
Λ1, sin θ = h1

√
Λ1

(
1− h2

1

4
Λ1

)
. (3.3)

Denote:

G =

1 0

0

√
Λ1

(
1− h2

1

4
Λ1

)
 , and R(θ) =

[
cos θ sin θ

− sin θ cos θ

]
.

Then it can be shown that Qfast = GR(θ)G−1, and so:

(Qfast)
p = GR(p θ)G−1 (3.4)

since R(θ) is the rotation matrix. In this formulation an effective angular frequency

can be defined as ωeff(h1) = θ/h1 so the effective period is given by Teff = 2π/ωeff =

2πh1/θ. Using this alternative form for Qfast we find that

Tr(Qr-RESPA) = 2 [cos(p θ)− α sin(p θ)] (3.5)

where

α =
h2Λ2

2

√
Λ1

(
1− h2

1

4
Λ1

) . (3.6)

The stability condition |Tr(Qr-RESPA)| < 2 can also be gleaned from constructing
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the shadow Hamiltonian. As noted before for VV, to construct a real-valued shadow

Hamiltonian we will consider the integrator with propagator matrix Q2
r-RESPA. The

shadow Hamiltonian for this integrator is

H̃r-RESPA(q, pq) =

(
p2q
2γ

+ 1
2
γΛ1q

2
)

cos−1( 1
2

Tr(Qr-RESPA))
h2
√

Λ1
if |Tr(Qr-RESPA)| < 2

sTr

[
sin(p θ)
2p sin θ

]
p2
q if |Tr(Qr-RESPA)| = 2

sTr

(
p2q
2γ
− 1

2
γΛ1q

2
)

cosh−1( 1
2
|Tr(Qr-RESPA)|)
h2
√

Λ1
if |Tr(Qr-RESPA)| > 2

where pq is the conjugate momentum of the spatial coordinate q and

sTr = sgn(Tr(Qr-RESPA))

γ =
1

sin(p θ)

√
1−

(
h1

2

√
Λ1

)2

√√√√∣∣∣∣∣1−
(

1

2
Tr(Qr-RESPA)

)2
∣∣∣∣∣.

Since the level sets of H̃r-RESPA are ellipses when |Tr(Qr-RESPA)| < 2 we conclude that

r-RESPA is stable in this regime. However if |Tr(Qr-RESPA)| = 2 the level sets of

H̃r-RESPA are now lines whereas for |Tr(Qr-RESPA)| > 2 the level sets are hyperbolas.

In both cases these contours correspond to unstable trajectories. Therefore r-RESPA

is unstable if |Tr(Qr-RESPA)| ≥ 2.

To determine what choice of time steps results in an unstable r-RESPA scheme,

we start with the instability condition |Tr(Qr-RESPA)| ≥ 2. This condition is satisfied

when ∣∣∣∣cos
(2πh2

Teff

+ φ
)∣∣∣∣ ≥ 1√

1 + α2

where

cos(φ) =
1√

1 + α2
, sin(φ) =

α√
1 + α2

.
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A few observations about these conditions are now appropriate. If h2 = mTeff/2 for

some integer m, the algorithm is unstable, in agreement with the example discussed

before. In fact, the instability appears for a range of values of h2 near mTeff/2. No-

tably, these values always lie on only one side of mTeff/2; they are always slightly

smaller. Any value slightly larger than mTeff/2 leads to stable schemes, albeit with

energy oscillations of very large amplitude. Looking at Fig. 3.2(a) taking h2 to be

slightly smaller than Teff/2 gives an unstable scheme as shown by the diverging tra-

jectory. On the other hand Fig. 3.2(b) shows that taking h2 to be slightly larger

than Teff/2 gives an ellipsoidal trajectory and hence the algorithm is stable. How-

ever the high degree of stretching in the ellipse means that the energy exhibits large

oscillations as a function of time.
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(a) Time step h2 slightly smaller than Teff/2
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(b) Time step h2 slightly larger than Teff/2

Figure 3.2: Phase plane diagrams for two choices of the time step h2 near Teff/2
with the trajectories sampled every h2 and denoted by the dots. The trajectory on
the left alternates between the second and fourth quadrants. The arrows point in
the direction of increasing time. Here Λ1 = 0.9, Λ2 = 0.1, and Teff/2 ≈ 3.3115. Left:
Taking the time step h2 to be slightly smaller than Teff/2 (h2 = 3.30) the energy of the
system grows unbounded as shown by the trajectory diverging from the origin. Both
branches of the trajectory are approaching the eigenvector of Qr-RESPA corresponding
to the larger unstable eigenvalue (solid line). Right: Taking the time step h2 to be
slightly larger than Teff/2 (h2 = 3.32) the resulting trajectory is a closed loop. As
a result the scheme is stable however the stretched ellipse implies that the energy
exhibits large oscillations.
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Using the analysis developed thus far, the width and amplitude of these resonances

can be determined. When α � 1 and h1

√
Λ1 � 1, the resonance width around

h2 = mTeff/2, or interval length of resonant time steps h2, is found to be proportional

to the ratio Λ2/Λ
3/2
1

l ≈ Teff

π
α =

h2Teff

2π

√
Λ1

(
1− h2

1

4
Λ1

)Λ2 ≈ mπ
Λ2

Λ
3/2
1

(3.7)

where the first approximation uses tan−1(x) ≈ mπ + x for x small and the second

assumes that for h1 small Teff ≈ 2π/
√

Λ1. Therefore the resonance width decreases

as the stiffness Λ2 of the soft spring becomes softer relative to Λ1. One implication of

this is that resonances will persist even in the presence of a very soft spring but the

probability of actually encountering them is low.

The resonance amplitude can be calculated by determining the magnitude of the

largest eigenvalue. From the trace and determinant conditions the largest eigenvalue

r1 satisfies

|r1| = 1

2

[
|Tr(Qr-RESPA)|+

√
Tr(Qr-RESPA)2 − 4

]
.

The resonances occur for values of h2 near integer multiples of Teff/2:

2πh2

Teff

= mπ − β

where m is an integer and 0 < β < 2α+O(α3). Assuming once again that α is small

and that h1

√
Λ1 � 1, we obtain the following approximation for |r1|:

|r1| ≈ 1 + βα− β2

2
+

√
1

3
β4 − β2 +

(
−4

3
β3 + 2β

)
α + β2α2.

The maximum of |r1| is achieved near β = α. With this, we get the following estimate

for an upper bound on |r1|:

max
β
|r1| ≈ 1 + α +

1

2
α2 ≈ 1 +

mπ

2

Λ2

Λ1

, (3.8)



CHAPTER 3. STABILITY OF VARIATIONAL INTEGRATORS 38

where we have only accounted for the linear term in α for the last expression. The

amplitude of the resonance also decreases as the Λ2 spring becomes softer relative to

Λ1. Note that the resonance amplitude is not maximum at h2 = mTeff/2, but near:

m
Teff

2

(
1− 1

2

Λ2

Λ1

)
.

3.3 Stability of AVI

We now turn our attention to the stability of the AVI algorithm. For two time steps h1

and h2 a propagation matrix QAVI can only be defined if there exists a synchronization

point for the time integration of the two springs. This is the case when h2/h1 is a

rational number p/q, where p and q are coprime integers. The two potentials then

become synchronous at time t = qh2 = ph1. We will next prove a sufficient condition

for the stability of the AVI algorithm, and numerically investigate the appearance of

instabilities when the sufficient conditions are not satisfied.

Similarly to the study in Section 3.2, we need to calculate Tr(QAVI). An exact

equation for the trace can be found analytically for certain p and q (using a symbolic

manipulation package for example). However, an equation valid for all p and q is

obtained when a linearization in the variable Λ2 is performed:

Tr(QAVI) ≈ 2
[

cos(p θ)− αq sin(p θ)
]

(3.9)

where

αq =
h2Λ2(q − q2−1

q

h2
1

6
Λ1)

2

√
Λ1(1− h2

1

4
Λ1)

.

In fact, we provide an error bound for this approximation in the following proposition.

Proposition 1 Assume that the fast integrator is stable, namely, h2
1Λ1 < 4. If time

steps h1 < h2 satisfy that h2/h1 = p/q, for some p and q coprime integers, then the
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following inequality holds:

∣∣∣Tr(QAVI)− 2
[

cos(p θ)− αq sin(p θ)
]∣∣∣ < (2qα1)2

(
1 + 2α2

1 + 2α1

√
1 + α2

1

) q−2
2

(3.10)

where θ = h1ωeff is defined in equation (3.3).

Before proving this result, let’s consider some of its implications. Notice first that

the analysis in Section 3.2 (see Eqs. (3.5) and (3.6)) corresponds to the case q = 1.

In that case, the trace is exactly linear in Λ2 and Eq. (3.9) is exact. Next, Eq. (3.10)

provides a sufficient condition for stability, namely, the AVI algorithm is stable if

2 |cos(p θ)− αq sin(p θ)|+ (2qα1)2

(
1 + 2α2

1 + 2α1

√
1 + α2

1

) q−2
2

< 2. (3.11)

To better illustrate when instabilities may be found, we write

cos(p θ)− αq sin(p θ) =
√

1 + α2
q cos(p θ + φ)

with

cosφ = 1/
√

1 + α2
q and sinφ = αq/

√
1 + α2

q , (3.12)

from where it follows that

Tr(QAVI) ≈ 2
√

1 + α2
q cos(p θ + φ),

provided that the right-hand side in Eq. (3.10) is small enough. In these circum-

stances, a sufficient condition for the integrator to be stable is for p θ+φ = qh2weff +φ

to be sufficiently away from mπ. This is more precisely stated in the following corol-

lary:

Corollary 1 Assume that the fast integrator is stable, namely, h2
1Λ1 < 4. Then, for

any ε > 0 there exists η > 0 such that if |p θ + φ − mπ| > ε for all m ∈ Z and
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qh2Λ2/
√

Λ1 < η then

|Tr(QAVI)| < 2,

and the AVI integrator is stable.

Proof. Observe first that the condition |p θ+φ−mπ| > ε for all m ∈ Z implies that

| cos(p θ + φ) | < | cos(ε)|. Next, since h2
1Λ1 < 4, we have that α1, αq ∈ R and that

αq = O(qα1). Finally, notice that if 0 < qh2Λ2/
√

Λ1 < η then

0 < qα1 <
η

2

√
1− h2

1

4
Λ1

< η̂, (3.13)

and the right hand side of Eq. (3.10) satisfies

(2qα1)2

(
1 + 2α2

1 + 2α1

√
1 + α2

1

) q−2
2

< (2η̂)2 sup
0≤α1≤η̂

(
1 + 2α2

1 + 2α1

√
1 + α2

1

) η̂
2α1
−1

< (2η̂)2 exp(η̂).

(3.14)

It is then always possible to choose η > 0 such that

|Tr(QAVI)| < 2| cos(ε)|
√

1 + α2
q + (2qα1)2

(
1 + 2α2

1 + 2α1

√
1 + α2

1

) q−2
2

< |2 cos(ε)|
√

1 + α2
q + (2η̂)2 exp(η̂)

< 2

This corollary generalizes the r-RESPA case (q = 1) for qh2Λ2/
√

Λ1 � 1, since in

this case φ is also small and hence

the system is stable whenever ph1 = qh2 is away from mTeff/2.
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3.3.1 Proof of Proposition 1

We begin by constructing the propagation matrix QAVI over the time interval t = 0 to

t = q h2 = p h1 as a composition of multiple elementary matrices. A simple expression

of the resulting matrix product is in most cases difficult to obtain, so the key step in

the proof is to perform a Taylor expansion for the trace of QAVI in terms of Λ2, which

leads to several simplifications. To this end,

Tr(QAVI)(Λ2) = Tr(QAVI)(0) + Λ2
dTr(QAVI)

dΛ2

∣∣∣∣
Λ2=0

+
Λ2

2

2

d2Tr(QAVI)

dΛ2
2

∣∣∣∣
Λ∗2

This is exact for some 0 < Λ∗2 < Λ2. We will show that:

Tr(QAVI)(0) + Λ2
dTr(QAVI)

dΛ2

∣∣∣∣
Λ2=0

= 2
(

cos(p θ)− αq sin(p θ)
)

(3.15)∣∣∣∣∣Λ2
2

2

d2Tr(QAVI)

dΛ2
2

∣∣∣∣
Λ∗2

∣∣∣∣∣ < (2qα1)2

(
1 + 2α2

1 + 2α1

√
1 + α2

1

) q−2
2

(3.16)

These two equations prove our result.

We begin by defining a few matrices which are the building blocks of AVI:

Vs =

[
1 0

−h2

2
Λ2 1

]
, Vf =

[
1 0

−h1

2
Λ1 1

]
, Ui =

[
1 i

q
h1

0 1

]

Qf = VfUqVf =

 1− h2
1

2
Λ1 h1

−h1Λ1

(
1− h2

1

4
Λ1

)
1− h2

1

2
Λ1


Qs(m) = Q−1

f [VfUq−mVsVsUmVf]

Some of these definitions have been previously introduced. Matrices Vs and Vf

correspond to kicks by the soft and the stiff springs, respectively, while matrix Ui

represents a drift for a time interval of length ih1/q. The matrix Qf is the propagation

matrix for a complete time step of the fast spring. Similarly, Qf Qs(m) represents a

kick-and-drift step with the stiff spring, followed by a kick by the soft spring, and a

drift-and-kick step with the stiff spring. The drift time m/qh1 (Um) is required to
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reach the time at which the soft spring kicks. After the soft kick, the system drifts

for a time (1 −m/q)h1 (Uq−m) to reach the next time step for the stiff spring. The

presence of Q−1
f in the definition of Qs was added for later convenience.

Let us introduce the sequence mi = i p (mod q), and:

ki =

⌊
ip

q

⌋
−
⌊

(i− 1)p

q

⌋
, 1 ≤ i ≤ q,

where bxc stands for the largest integer smaller than x. The value of ki is the number

of time steps the stiff spring needs to perform between time steps i − 1 and i of the

soft spring. Notice that this is exact because of the definition of Qs with the factor

Q−1
f . It then naturally follows that

q∑
i=1

ki = p. (3.17)

The propagation matrix QAVI is then given by:

QAVI = Vs(Qf)
kqQs(mq−1)(Qf)

kq−1 · · ·Qs(m1)(Qf)
k1Vs.

This product leads to a complicated expression for arbitrary values of Λ2, but it leads

to a surprisingly simple one in the limit of very small Λ2. Since QAVI is an infinitely

smooth function of Λ2, we can apply Taylor’s theorem. The constant term is

QAVI

∣∣∣
Λ2=0

= (Qf)
p.

The first derivative is equal to:

∂QAVI

∂Λ2

∣∣∣
Λ2=0

=
∂Vs

∂Λ2

(Qf)
p + (Qf)

p∂Vs

∂Λ2

+

q−1∑
i=1

(Qf)
p−b ip

q
c∂Qs(mi)

∂Λ2

(Qf)
b ip
q
c

where the derivatives are evaluated at Λ2 = 0. We can calculate the linear part of
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the trace:

Tr(QAVI) = Tr((Qf)
p) + Λ2 Tr

(
2(Qf)

p∂Vs

∂Λ2

+ (Qf)
p

q−1∑
i=1

∂Qs(mi)

∂Λ2

)∣∣∣∣∣
Λ2=0

+O(Λ2
2)

using the fact that Tr(AB) = Tr(BA). Since mi is a permutation of 1, · · · , q− 1, we

also have:

Tr(QAVI) = Tr((Qf)
p) + Λ2 Tr

(
2(Qf)

p∂Vs

∂Λ2

+ (Qf)
p

q−1∑
i=1

∂Qs(i)

∂Λ2

)∣∣∣∣∣
Λ2=0

+O(Λ2
2)

(3.18)

where i has been substituted instead of mi in Qs. The term ∂Qs(i)/∂Λ2 at Λ2 = 0 is

a quadratic function of i which we write as:

∂Qs(i)

∂Λ2

∣∣∣∣∣
Λ2=0

= A0 + A1i+ A2i
2

The coefficients can be obtained from the definition of Qs(i):

A0 = −h2

[
0 0

1 0

]
, A1 =

h1h2

q

 1 0

h1Λ1 −1

 , A2 =
h2

1h2

q2

−h1Λ1

2
1

−h2
1Λ2

1

4
h1Λ1

2


The sum can therefore be computed analytically:

q−1∑
i=1

∂Qs(i)

∂Λ2

∣∣∣∣∣
Λ2=0

= (q − 1) A0 +
(q − 1)q

2
A1 +

(q − 1)q(2q − 1)

6
A2,

which, together with the value of (Qf)
p in Eq. (3.4), enables the direct computation

of the second term in Eq. (3.18):

Λ2 Tr

(
2(Qf)

p∂Vs

∂Λ2

+ (Qf)
p

q−1∑
i=1

∂Qs(i)

∂Λ2

)∣∣∣∣∣
Λ2=0

= −
h2Λ2

(
q −

(
q2−1
q

)
h2
1

6
Λ1

)
√

Λ1(1− h2
1

4
Λ1)

sin(pθ).

(3.19)
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The first term in the same equation follows as

Tr((Qf)
p) = Tr(GR(p θ)G−1) = Tr(R(p θ)) = 2 cos(pθ),

Together with Eqs. (3.19) and (3.18), this proves Eq. (3.15).

We now establish a bound on the second derivative of Tr(QAVI). The first deriva-

tive at an arbitrary Λ2 is given by:

∂QAVI

∂Λ2

=
∂Vs

∂Λ2

(Qf)
kqQs(mq−1)(Qf)

kq−1 · · ·Qs(m1)(Qf)
k1Vs

+ Vs(Qf)
kqQs(mq−1)(Qf)

kq−1 · · ·Qs(m1)(Qf)
k1
∂Vs

∂Λ2

+ Vs

[
q−1∑
i=1

(Qf)
kqQs(mq−1)(Qf)

kq−1 · · · ∂Qs

∂Λ2

(mi) · · ·Qs(m1)(Qf)
k1

]
Vs

Using the facts that ∂2Vs/∂Λ2
2 = 0 and ∂2Qs(m)/∂Λ2

2 = 0, we have

∂2QAVI

∂Λ2
2

= 2
∂Vs

∂Λ2

(Qf)
kqQs(mq−1)(Qf)

kq−1 · · ·Qs(m1)(Qf)
k1
∂Vs

∂Λ2

+ 2
∂Vs

∂Λ2

[
q−1∑
i=1

(Qf)
kqQs(mq−1)(Qf)

kq−1 · · · ∂Qs

∂Λ2

(mi) · · ·Qs(m1)(Qf)
k1

]
Vs

+ 2Vs

[
q−1∑
i=1

(Qf)
kqQs(mq−1)(Qf)

kq−1 · · · ∂Qs

∂Λ2

(mi) · · ·Qs(m1)(Qf)
k1

]
∂Vs

∂Λ2

+ 2Vs

 q−1∑
i,j=1
i<j

(Qf)
kqQs(mq−1)(Qf)

kq−1 · · · ∂Qs

∂Λ2

(mj) · · · ∂Qs

∂Λ2

(mi) · · ·Qs(m1)(Qf)
k1

Vs

(3.20)

In order to bound the second derivative, we need to recall some properties of

matrix norms. Let Q be an n× n matrix, n ∈ N, then

‖Q‖2
E = Tr(QTQ) ‖Q‖2

2 = sup
~x6=~0

~xTQTQ~x

~xT~x
,

and it holds that ‖Q‖E = n1/2‖Q‖2. Additionally, for any two n× n matrices P and
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Q, it holds that

‖PQ‖ ≤ ‖P‖ ‖Q‖,

in any of the two norms. Finally, by Cauchy-Schwartz inequality we have

|Tr(AB)| ≤ ‖A‖E‖B‖E ≤ n‖A‖2‖B‖2 (3.21)

We simplify the notations for clarity:

Qi = G−1Qs(mi)G

Ri = R(kiθ),

which transforms Eq. (3.20) into

∂2QAVI

∂Λ2
2

= 2
∂Vs

∂Λ2

GRqQq−1Rq−1 · · ·Q1R1G
−1∂Vs

∂Λ2

+ 2
∂Vs

∂Λ2

G

[
q−1∑
i=1

RkqQq−1Rkq−1 · · ·
∂Qi

∂Λ2

· · ·Q1Rk1

]
G−1Vs

+ 2 VsG

[
q−1∑
i=1

RkqQq−1Rkq−1 · · ·
∂Qi

∂Λ2

· · ·Q1Rk1

]
G−1∂Vs

∂Λ2

+ 2 VsG

[ q−1∑
i,j=1
i<j

RkqQq−1Rkq−1 · · ·
∂Qj

∂Λ2

· · · ∂Qi

∂Λ2

· · ·Q1Rk1

]
G−1Vs
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We now simply denote ‖ · ‖ instead of ‖ · ‖2. Noticing that ‖Ri‖ = 1, we have that

1

4

∣∣∣∣Tr

(
∂2QAVI

∂Λ2
2

)∣∣∣∣ ≤
≤

∥∥∥∥G−1∂Vs

∂Λ2

∂Vs

∂Λ2

G

∥∥∥∥ ‖Q1‖ · · · ‖Qq−1‖

+

(∥∥∥∥G−1Vs
∂Vs

∂Λ2

G

∥∥∥∥+

∥∥∥∥G−1∂Vs

∂Λ2

VsG

∥∥∥∥)[
q−1∑
i=1

‖Q1‖ · · · ‖Qi−1‖
∥∥∥∥∂Qi

∂Λ2

∥∥∥∥ ‖Qi+1‖ · · · ‖Qq−1‖
]

+ ‖G−1VsVsG‖
[
q−1∑
i,j=1
i<j

‖Q1‖ · · · ‖Qi−1‖
∥∥∥∥∂Qi

∂Λ2

∥∥∥∥ ‖Qi+1‖ · · ·

· · · ‖Qj−1‖
∥∥∥∥∂Qj

∂Λ2

∥∥∥∥ ‖Qj+1‖ · · · ‖Qq−1‖
]
.

(3.22)

This equation is obtained by a simple application of Eq. (3.21). It can then be verified

by direct calculation that∥∥∥∥G−1∂Vs

∂Λ2

∂Vs

∂Λ2

G

∥∥∥∥ = 0 (3.23)∥∥∥∥G−1Vs
∂Vs

∂Λ2

G

∥∥∥∥ =

∥∥∥∥G−1∂Vs

∂Λ2

VsG

∥∥∥∥ =
α1

Λ2

(3.24)

‖G−1VsVsG‖ =

(
1 + 2α2

1 + 2α1

√
1 + α2

1

) 1
2

(3.25)∥∥∥∥∂Qi

∂Λ2

∥∥∥∥ ≤ 2α1

Λ2

(3.26)

‖Qi‖ ≤
(

1 + 2α2
1 + 2α1

√
1 + α2

1

) 1
2

. (3.27)

The last two inequalities use the fact that

|q2 − i(q − i)h2
1Λ1| < q2, for 0 < h2

1Λ1 < 4 and 1 ≤ i ≤ q − 1.
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Applying these results in Eq. (3.22), we get

Λ2
2

2

∣∣∣∣Tr

(
∂2QAVI

∂Λ2
2

)∣∣∣∣
∣∣∣∣∣
Λ∗2

≤ 4q(q − 1)α2
1

(
1 + 2α2

1 + 2α1

√
1 + α2

1

) q−2
2

< (2qα1)2

(
1 + 2α2

1 + 2α1

√
1 + α2

1

) q−2
2

,

for any Λ∗2 such that 0 ≤ Λ∗2 ≤ Λ2, which proves Eq. (3.16).

3.3.2 AVI and r-RESPA resonances

In the forthcoming sections we denote the effective half-period Teff(h1)/2 by T1/2(h1).

In Sections 3.3.2 and 3.3.3, all numerical results were obtained using extended preci-

sion arithmetic (53 digits were typically used), and we will define a resonant interval

as an interval in the real line that contains all unstable time step values.

Given p and q, consider the problem of finding resonant points (h1, h2) along the

line h2 = p
q
h1. Our previous analysis predicts that the resonant points are approxi-

mately located at h2 = m
q
T1/2 for qh2Λ2/

√
Λ1 � 1. The behavior for larger values of

qh2Λ2/
√

Λ1 was investigated numerically and presented next.

A typical result is illustrated in Fig. 3.3, which shows the value of Tr(QAVI) as a

function of h2. We note that: a) its value oscillates between -2 and 2 with a frequency

close to pθ/h2 ≈ qweff and b) an exhaustive examination of each local extremum

reveals that the value of the trace at each one of them is a resonant point. This leads

to resonances located at approximately h2 = mT1/2(h1)/q, as before. Other numerical

tests consistently displayed the same behavior as well. However, the presence of these

two features in all examples does not follow from the result of Proposition 1. We

conjecture that both characteristics are generally true, as expressed in the following

statement, which remains to be proved:
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(a) Case with p = 85, and hence h1 ∼ h2
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(b) Case with p = 1025, and hence h1 � h2

Figure 3.3: Trace of QAVI as a function of h2, when h2 = ph1/q for given values
of p and q. Two different examples are shown, which differ in the value of p, but
both adopt q = 32, Λ1 = π2, Λ2 = π2/64. When the value of the trace is outside of
the interval (−2, 2), the integrator is unstable. Zooming in on the regions where the
trace is near 2 or -2 shows that, in each instance, there is an interval of instability.
However these instabilities are weak except when h2 is near a multiple of T1/2: these
are depicted with circles. The main difference between the two cases is that the
top plot shows additional large resonances besides the multiples of T1/2. These are
depicted by a square and a diamond.
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Let tp,q(h2) denote the value of Tr(QAVI) evaluated at (h1, h2) = (qh2/p, h2),

for any p > q coprime integers. Then, there exists a constant C independent

of p and q such that for any h2 ∈ (0, 2p/(q
√

Λ1)) there exists an extremizer

hr2 of tp,q(h2) that satisfies

h2 ≤ hr2 < h2 +
C

q
√

Λ1

. (3.28)

Additionally, all local extremizers are resonant points.

Eq. (3.28) is motivated by the previous qualitative observation that the function

tp,q(h2) oscillates as h2 changes with a frequency close to qweff(qh2/p). It then easily

follows that the corresponding approximate period is bounded as

2π

qweff(h1)
= 2π

h1

qθ(h1)
≤ 2π

q
√

Λ1

. (3.29)

The last inequality follows after noticing that

θ(h1) ≥
√

Λ1h1, (3.30)

for h1 ∈ [0, π]. The restriction 0 < h2 < 2p/(q
√

Λ1) guarantees that only stable fast

integrators are considered.

We explore next an important result that follow from assuming the previous con-

jecture to be true. This result states that the set of resonant points is dense in the

set H = {(h1, h2) ∈ [0, 2/
√

Λ1] × R | h1 ≤ h2}. More precisely, this means that for

any point (h1, h2) ∈ H and ε > 0, it is possible to find a resonant point (hr
1, h

r
2) such

that |h1 − hr
1|+ |h2 − hr

2| < ε.

To prove this result, consider (h1, h2) ∈ ◦H and ε > 0. Choose p and q such that

(h1, ph1/q) ∈
◦
H, ∣∣∣∣pqh1 − h2

∣∣∣∣ < ε

4
and

C

q
√

Λ1

<
ε

4
. (3.31)

It is evident that such a pair (p, q) exists, since p/q can be just adopted to be a rational

approximation to h2/h1 with q large enough so as to satisfy the second condition in

Eq. (3.31). Based on the above conjecture, we have that there exists a resonant point
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hr
2 such that ∣∣∣∣hr2 − p

q
h1

∣∣∣∣ < C

q
√

Λ1

<
ε

4
. (3.32)

Together, Eqs. (3.31) and (3.32) imply that |h2 − hr2| < ε/2. Since hr
1 = hr

2q/p and

q/p ≤ 1, we have from Eq. (3.32) that |h1 − hr1| < ε/2, from where the result follows

for any point in
◦
H and hence in H.

We illustrate this result with an example next, in which we arbitrarily selected a

set of time steps

(h1, h2) = (0.0090579193, 0.12698681),

and find a pair of resonant time steps nearby. In this case, we chose p = 85158 and

q = 6075 such that p/q ≈ h2/h1. An unstable point over the line h2 = ph1/q was

found at

(hr
1, h

r
2) ≈ (0.0090523798, 0.12690914).

At this point we have

Tr(QAVI) ≈ −2− 1.2350353× 10−16,

which is a very weak resonance. By choosing an even larger value for q, and hence p,

we could have found an even closer point.

A seemingly unusual consequence of the existence of a dense set of resonant points

is that there are instabilities with arbitrarily small time steps (h1, h2). As an example,

we chose q = 10,000, p = 1024 q + 1, Λ1 = π2, Λ2 = π2/64. The first resonant point

along the line h2 = ph1/q was found at

h1 ≈ 9.6902126× 10−8, h2 ≈ 9.9227787× 10−5.

At this resonant point, the trace is −2 − 1.2873196 × 10−32. The length of the

instability interval is approximately 7× 10−21. Both features are depicted in Fig. 3.4,

which shows the value of the trace of QAVI near its first minimizer. Notice that both

h1 and h2 are much smaller than the upper bound for stability of the fast integrator,

2/π. In general, the larger the values of p and q, the smaller the values of the first
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Figure 3.4: Trace of QAVI + 2 as a function of h2 − h0
2, with h1 = qh2/p and h0

2 ≈
9.9227787 × 10−5 being the smallest unstable value. The rest of the parameters for
this calculation are: q = 10,000, p = 1024 q + 1, Λ1 = π2, Λ2 = π2/64. Negative
values on the vertical axis correspond to unstable values of h2.

resonant set of time steps.

3.3.3 Unstable curves

We next discuss some additional aspects of the numerical experiments. As men-

tioned, resonances have been found at each local extremum, located at approximately

h2 = mT1/2(h1)/q. However, the vast majority of them are very weak. The largest

resonances are near points for which h2/T1/2 is an integer. These resonances are the

same type of resonances found in r-RESPA (see result on page 36 for r-RESPA), and

are indicated using a circle on Fig. 3.3.

In between the strong resonances near h2 = iT1/2 and h2 = (i + 1)T1/2 there are

q − 1 weaker ones. We number the resonances consecutively along the line h2 = p
q
h1

as h2 grows with an index m = 1, 2, . . .. With this convention, r-RESPA reso-

nances correspond to m = 0 mod(q). The next largest resonances were observed

to consistently correspond approximately to m = ±p mod(q). More generally, let a,

b−q/2c+ 1 ≤ a ≤ bq/2c, be the unique integer such that m = ap mod(q) (with p and

q having the greatest common denominator equal to 1). The strength of the reso-

nance and the width of the associated resonant interval were consistently observed to

decrease with |a|. In practice, this means that resonances with low values of |a|, such
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as a = 0, a = 1 and a = −1, are the ones which are most likely to be encountered,

since the others are very narrow. In Fig. 3.3(a) the square corresponds to a = 1 and

the diamond corresponds to a = −1.

These observations are illustrated in more detail in Figs. 3.5 and 3.6, which show

the width of the resonant interval and the amplitude for each resonance, respectively,

as a function of the extremum index m. For this example we adopted q = 1009

and p = 2439. In general, the width of each resonance is highly correlated with

the magnitude of the trace. The r-RESPA resonances are shown with circles, and

are indeed the dominant ones. The resonances for a = −3,−2,−1, 1, 2, 3 are shown

with squares and are larger and wider. The remaining resonances are narrower and

smaller (with a few exceptions). In this case all extrema were found to be unstable as

well, and indeed there are exactly 1008 resonances between the two r-RESPA peaks.

However, as emphasized by the number of decades spanned by the logarithmic vertical

axis in Fig. 3.6, most resonances are extremely weak. For most of them it would take

millions of time steps or more to observe any visible drift in the energy.

The fact that only resonances with relatively low value of |a| are likely to be

encountered is nicely displayed by the following numerical calculation. In this case,

pairs of time steps are selected such that they are both integer multiples of a given

grid spacing h. For this study we adopted h = 0.0005, Λ1 = π2, Λ2 = π2/25,

h ≤ h1 ≤ 2/π, and h2 ≤ 3.5. If the propagation matrix QAVI for a given pair of

time steps (h1, h2) has a spectral radius greater than 1, the pair is marked by a dark

point and the algorithm is unstable for that choice of time steps. Fig. 3.7 shows the

resulting plot over the domain [h, 2/π]× [h, 3.5].

Let us consider first the top plot in Fig. 3.7. The first noteworthy feature is

that dark points do not appear everywhere, as would be expected from the fact that

resonant pairs form a dense set. Instead, some curves stand out in the midst of a

nonuniform cloud of dark points. This is only an artifact of choosing a finite step

size, h = 0.0005. Large resonant intervals are the only ones likely to be visible on a

plot with a finite resolution. As h goes to zero, the figure would be filled with more

and more dark dots and the lines would effectively “disappear”.



CHAPTER 3. STABILITY OF VARIATIONAL INTEGRATORS 53

0 1000 2000
Extremum Index

10−14

10−12

10−10

10−8

10−6

10−4

10−2

W
id

th
of

re
so

n
an

t
in

te
rv

al

Figure 3.5: Width of the resonant interval as a function of the resonance index for
q = 1009, p = 2439, λ1 = π2 and λ2 = (π/8)2. The vertical axis is in logarithmic
scale. Resonances of the r-RESPA type , in which h2 is a multiple of T1/2, are
highlighted with circles. Resonances corresponding to m = ap mod(q), with a =
−3,−2,−1, 1, 2, 3, are highlighted with squares. Extended precision arithmetic was
adopted for this calculation to accurately compute the wide span of decades in the
vertical axis, including the width of resonances 1 and 2 on the left.
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Figure 3.6: Amplitude of each resonance, illustrated as |Tr(QAVI)| − 2 on the vertical
axis, as a function of the resonance index for the case depicted in Fig. 3.5. The
vertical axis is in logarithmic scale. As in Fig. 3.5, resonances of the r-RESPA
type are highlighted with circles, while those corresponding to m = ap mod(q), with
a = −3,−2,−1, 1, 2, 3, are highlighted with squares.
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Figure 3.7: AVI stability plot. Top figure: each unstable pair (h1, h2) is shown with
a dot. Bottom figure: the theoretical prediction given by b/h2 = 1/T1/2 − a/h1 for
some pairs of a and b is shown (a = 0,−1, 1, 2). The matching with the numerical
results is excellent.
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Approximate equations for these curves can be derived based on the previous em-

pirical observations. Each of the thick nearly “horizontal” lines on Fig. 3.7 correspond

to a different integer value of h2/T1/2, the r-RESPA resonances. The remaining curves

are clearly narrower resonances, which we shall next see that correspond to low values

of |a|.
Recall that a satisfies that m = ap mod(q), from where it follows that m = ap+bq

for some integer b. Consequently, if ph1 = qh2, the resonance condition qh2 ≈ mT1/2

is satisfied if and only if
b

h2

≈ 1

T1/2

− a

h1

. (3.33)

For given values of a and b this is the equation of a curve in the (h1, h2)-plane.

On Fig. 3.7 (bottom row), we plotted the curves with a = 0 using thick solid lines

(r-RESPA case), a = 1 with dotted lines, a = 2 with the dashed lines, and a = −1

with thin solid lines; b was varied to obtain several curves. The agreement with the

location of the resonant points found numerically (Fig. 3.7, top row) is excellent. This

comparison highlights the importance of |a| in determining the width of the resonant

interval. It would be interesting to obtain an analytical relation between the two that

extends the asymptotic results in Section 3.3.

3.4 Why are AVI resonances ubiquitous in molec-

ular dynamics but not in solid dynamics sim-

ulations?

Resonances are strong and common in molecular dynamics but seldom appear in solid

dynamics simulations. We now use the insight gained in the last two sections with the

stability analysis of the one-degree of freedom system to provide an explanation of the

startling differences encountered on the performance of AVI in molecular dynamics

and solid dynamics simulations. To this end, we performed numerical studies on two

simplified systems. The first one resembles a molecular dynamics calculation; weak

long-range forces are strongly coupled to local stiff springs. We analyzed the nature
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of the resonances by applying the results derived in the previous section. The second

study considers the analog to a solid dynamics calculation performed with a finite-

element discretization, and consists of a mesh of springs with different stiffnesses.

Individual time steps for each spring are considered, with smaller time steps assigned

to stiffer springs. We will see that in this case resonances are present but they are

weak and very narrow, in stark contrast with the first example. This explains in part

why such resonances are seldom seen in finite-element calculations.

3.4.1 Molecular dynamics analog

In molecular dynamics, particles are concurrently affected by potentials whose stiff-

nesses vary greatly. For example the bond potential is very stiff while the electrostatic

potential at large distances is very soft. To study the resonant behavior in molecular

dynamics we set up an analog using an infinite and periodic 2-D triangular harmonic

lattice with a unit cell that consists of an n× n mesh of equal masses. To model the

presence of short-range and long-range potentials, stiff springs are used to connect

each pair of neighboring masses and a weak gravitational potential connects each

mass to its nearest and second nearest neighbors; see Figs. 3.8(a) and 3.8(b) for the

unit cell and a sketch of the interactions in the case n = 4.

The infinite lattice is formed by locating an identical mass with mass m at every

position of the form (iL, jL
√

3/2) with respect to a pair of Cartesian coordinate

axes, for any (i, j) ∈ Z2, where L is the lattice parameter. The displacement of the

mass at (iL, jL
√

3/2) is denoted with (u(i,j), v(i,j)), where u and v are the Cartesian

components of the displacement vector. Periodic boundary conditions are imposed

by restricting the set of possible displacements to those that are periodic with period

nL, i.e., u(i,j) = u(i+n,j+n), for all (i, j) ∈ Z2, and similarly for v.

Each mass is connected to its six neighboring masses with a spring. The potential

energy for each one of these springs is

Vs(`) =
k

2
(`− L)2 , (3.34)

where ` is the deformed length of the spring. The harmonic lattice corresponds to
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(a) Short-range: stiff springs (b) Long-range: gravitational potential

Figure 3.8: Unit cell of a periodic harmonic lattice for the molecular dynamics analog.
Each node in the graph represents a mass, and each edge an interaction between the
two nodes at its ends. Short-range interactions are depicted on the left, while long-
range ones are indicated on the right.

replacing each one of these springs by its quadratic approximation at ` = L, the

equilibrium length of the springs in the lattice in the absence of the gravitational

potential. If (∆u,∆v) indicates the Cartesian components of the difference in dis-

placements between the two ends of the spring, the harmonic approximation to the

potential is

V h
s (∆u,∆v) =

k

2
(∆u cos θ + ∆v sin θ)2, (3.35)

where θ is the angle the spring forms with the (1, 0) direction in the undeformed

lattice (see Appendix A.2 for details). This is the potential used for each one of the

springs in the numerical examples herein, for which we also adopted n = 4, L = 1,

m = 1 and k = 1.

In the absence of the non-linear gravitational potential, the harmonic lattice pos-

sesses a constant symmetric stiffness matrix K independent of the displacements of

the masses. It is then possible to find an orthonormal basis of eigenvectors for K, the

eigenmodes of the lattice. For the particular lattices considered here, there exist five

groups of eigenmodes with natural frequencies ω =
√

6,
√

5,
√

3,
√

2, and 1.

Finally, the gravitational potential used to represent the long-range interactions
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of the masses is given by

Vg(r) = − G√
r2 + ε

where r is the distance between the two masses, G is the gravitational constant,

and ε is the softening term. To restrict Vg(r) such that the potential affects only

the nearest and second nearest neighbors of each mass Vg(r) is premultiplied by a

switching function S(r). Define the modified potential as

Ṽg(r) =

S(r/rc)Vg(r) if r ≤ rc

0 if r > rc

where

S(r) = 1− 10r3 + 15r4 − 6r5

and rc is the cutoff radius. The function S(r) is constructed such that Ṽg(0) = Vg(0)

and Ṽg(r) is a C2 smooth function. Nearest neighbors in the lattice are separated

by the lattice parameter L, while second nearest neighbors by
√

3L, so by adopting√
3L < rc ≤ 2L each mass in the periodic harmonic lattice is only affected by the long-

range potential through interactions with its nearest and second nearest neighbors.

Fig. 3.9 compares these two versions of the gravitational potential. For our simulations

we adopted Ṽg(r) as the weak long-range potential and set G = 0.01, ε = 1, and

rc = 1.85L.

In the absence of the gravitational potential, each one of the eigenmodes of the

lattice is itself an independent harmonic oscillator that does not interact with the

remaining eigenmodes. The introduction of the long-range potential breaks this iso-

lation, and induces a weak interaction among all eigenmodes. This is sketched in Fig.

3.10.

The total energy of each mass in the lattice is defined as the sum of its kinetic

energy plus its potential energy contributions. The latter is formed by adding up one-

half of the potential energy of each harmonic spring and each gravitational interaction

attached to the mass. The total energy in the unit cell of the lattice is obtained as

the sum of the total energy of each mass in the cell. For later use, it is also useful to
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Figure 3.9: Comparison of the two versions of the gravitational potential. The dotted
line represents the gravitational potential Vg(r) = −G/√r2 + ε with G = 1 and ε = 1.
The solid line is the modified potential Ṽg(r) which equals −S(r/rc)G/

√
r2 + ε for

0 ≤ r ≤ rc (where S(r) = 1− 10r3 + 15r4− 6r5) and zero for r > rc. Here rc is taken
to be 1.85.
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Figure 3.10: Schematic interpretation of the lattice with a weak gravitational poten-
tial. In the absence of the gravitational potential each eigenmode in the lattice is an
independent harmonic oscillator, depicted here as each one of the six wiggly springs.
The gravitational potential breaks this isolation by connecting together the masses of
each one of the eigenmodes via weak springs, depicted here with straight segments.
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specify a potential energy for each eigenmode in the unit cell, taken equal to uT
ωKuω/2,

where uω is the displacement along the eigenmode with frequency ω.

For the numerical experiments we chose only two different time steps: a small time

step h1 for the springs, the stiff potentials; and a larger one h2 for the gravitational

potential, which is soft. In fact we chose h1 = 0.001 so that the integration of each

one of the eigenmodes of the harmonic lattice is nearly exact, because h1ω � 1 for

any of the frequencies listed earlier. Since the gravitational potential is weak, its

effect over each one of the eigenmodes is similar to that of the soft potential in the

analysis in Sections 3.2 and 3.3, and hence we expect that if h2 is close to an integer

multiple of the half-period of any of the eigenmodes, a numerical resonance should

be observed.

To search for resonances the time step h2 for the gravitational potential was varied

from 1 to 4 in increments of 0.005. Each integration was carried out until a maximum

time of 500 was reached. At the end of each simulation the total energy of the unit

cell lattice was recorded. The energy growth was computed as the difference between

the total energy at the beginning and at the end of the simulation. These results are

shown in Fig. 3.11, which also shows with solid dots the values of h2 that correspond

to integer multiples of the half-period for each one of the five different values of ω

in the simulation. The close location of the spikes in the figure to the solid dots

evidences that the expected numerical resonances are in fact occurring, triggered by

the interaction of the gravitational potential with each one of the eigenmodes.

To further examine this resonant behavior, we chose the time step h2 to be close to

the half-period of the ω =
√

6 and ω =
√

5 eigenmodes. Their half-periods are T1/2 =

π/
√

6 ≈ 1.283 and T1/2 = π/
√

5 ≈ 1.405, respectively. The total potential energy of

the ω =
√

6 eigenmodes for h2 = 1.285 and the ω =
√

5 eigenmodes for h2 = 1.41 are

shown in Figs. 3.12 and 3.13, along with the energy of the other eigenmodes. In both

cases we observe an exponential-in-time growth of the total energy of the resonant

eigenmodes, with a nearly unaffected evolution for the remaining ones. Only very late

in the simulation does Fig. 3.13(b) display the beginning of an exponential-in-time

growth of the energy of one of the remaining eigenmodes, as a result of the weak

coupling between them and the already large amplitude of the ω =
√

5 eigenmodes.
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Figure 3.11: Energy growth of the unit cell of the lattice due to numerical instabili-
ties, as a function of the time step h2 used to integrate the long-range gravitational
potential. The energy growth at each time step value was computed as the difference
between the energy at the beginning and at the end of each simulation. The solid
dots represent the expected resonant time steps according to Section 3.2.
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(b) Other eigenmodes. Each color depicts a
group of eigenmodes with the same natural fre-
quency.

Figure 3.12: Evolution of the potential energy for each group of eigenmodes for
h2 = 1.285, the time step of the weak long-range gravitational potential. It is seen
that the eigenmodes whose half-period is π/

√
6 ≈ 1.283 are resonant with the long-

range interaction, as expected from Section 3.2.
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√
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(b) Other eigenmodes. Each color depicts a
group of eigenmodes with the same natural fre-
quency.

Figure 3.13: Evolution of the potential energy for each group of eigenmodes for
h2 = 1.41, the time step of the weak long-range gravitational potential. It is seen
that the eigenmodes whose half-period is π/

√
5 ≈ 1.405 are resonant with the long-

range interaction, as expected from Section 3.2. Only by the end of the simulation
does another group of eigenmodes display exponential-in-time growth of the potential
energy, as a result of the weak coupling with the by-then-large amplitude oscillations
of eigenmodes corresponding to ω =

√
5 through the long-range potential.
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For a molecular dynamics simulation with a large number of atoms, integer mul-

tiples of the half-periods of the eigenmodes (also called the normal modes) are essen-

tially closely packed over the real line. Therefore, in practice, it is virtually impossible

to choose a value for h2 that does not resonate with at least one of the eigenmodes, as

illustrated with this example. Remarkably, the results on the very simple one-degree

of freedom system in Sections 3.2 and 3.3 provide a clear explanation of the behavior

observed in this example, and can be extrapolated to infer some aspects of the behav-

ior for more complex systems. Fundamentally, what makes it possible is precisely the

apparent lack of interaction among different modes of the lattice at the early stages

of the resonant behavior.

3.4.2 Solid dynamics analog

The second set of studies focus on a finite-element-like simulation, such as those

used in solid mechanics for linear elastic problems. These cases usually lack a long-

range force and are characterized by the existence of a range of element stiffness

values, arising from the presence of different material properties and element sizes.

Moreover, in many situations element stiffness values vary smoothly throughout the

domain.

The potential energy for an elastic solid can be written as a sum of elemental

contributions. An AVI discretization then naturally follows by assigning a possibly-

different time step to each one of the elements, see [58]. The time step of each element

is inversely proportional to its element stiffness value, and hence softer elements are

allocated larger time steps.

If adaptive mesh refinement strategies are adopted, then the range of elemental

stiffness values could possibly be very wide. In fact, some elements in the mesh are

often integrated with time steps that are near an integer multiple of the half-period

of a resonant mode of the structure. Why is then that the expected resonances are

generally not encountered in practice, as evidenced in the simulations in [57, 58, 59]?

The answer is that the resonances are still present, as the foregoing analysis demon-

strates. However, their amplitude and width are so small that they are hardly noticed
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in practice. The key difference with the molecular dynamics case in Section 3.4.1 lies

in the absence of the long-range force. We shall illustrate these ideas with an example

next.

We consider herein the same harmonic lattice adopted for the example in Sec-

tion 3.4.1, in this case with no long-range gravitational potential and with a larger

unit cell. The potential energy for each one of the springs connecting two neighbor-

ing masses is again determined by the harmonic approximation in Eq. (3.35), and

displacements are restricted to be periodic, as specified earlier. When all springs are

identical, the stiffness matrix of this lattice is identical to that obtained by identifying

each triangle in the lattice as a piecewise linear finite-element made of an isotropic

linear elastic material with Lame constants λ = µ =
√

3k/4.

To represent the spatially varying stiffness values, we consider two different con-

figurations of the springs: 1) only one spring in the unit cell is soft, while all the

remaining ones are stiff, see Fig. 3.14(a); and 2) a core of several soft springs, while

the rest of the springs in the unit cell are stiff, as shown in Fig. 3.14(b). In both

instances, however, all springs but one are integrated with a small time step h1, while

one of the soft springs, the same in both cases, is integrated with a longer time step

h2, see Fig. 3.14. For both types of lattices, the relevant eigenmodes to study the

resonant behavior are those of the unit cell without the only soft spring integrated

with a longer time step. We shall henceforth refer to these as the eigenmodes.

For all the forthcoming numerical examples we have adopted the values of n = 7,

L = 1 and k = 1 for the stiff springs and k = 0.33 for the soft ones. We have purposely

decided to avoid making the latter much smaller than the former, so as to highlight

other types of phenomena that may also occur, as we shall next see. As in Section

3.4.1, we set h1 = 0.001 so that it is much smaller than the period of any natural

frequency in the lattice. The time step h2 was varied from 1.3 to 1.6 in increments of

0.005. The total energy of the system was recorded at the end of a simulation with a

total simulation time equal to 500.

Fig. 3.15 shows the total value of the energy at the end of each simulation as a

function of h2 for the first case, i.e., when only one soft spring is considered. The dots

on the horizontal axis represent the half-period of the eigenmodes that fall within
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(a) One soft spring (b) Core of soft springs

Figure 3.14: Solid mechanics analogs using harmonic lattices. The soft spring inte-
grated with a large time step h2 is drawn with a dotted line. In the case depicted on
the right the rest of the soft springs, which are integrated with a small time step h1,
are drawn with a dashed line. Stiff springs are drawn with a solid line.

this time step range and are coupled to the soft spring (only three eigenmodes).

As before, when the time step h2 is near the half-period of one of the eigenmodes,

resonant behavior was observed. However, in this case the resonance plot is not

as simple as that in Section 3.4.1. In addition to the resonance instabilities that

correspond to each one of the natural frequencies of the system, we observe a number

of other peaks between the dots on the horizontal axis. This more complex profile

results from a coupling between modes whose frequencies are close to one another

given that the stiffness of the soft springs, 0.33, is not much smaller than that of

the stiff ones, 1. These instabilities can be understood by analyzing a system of two

harmonic oscillators joined by a third spring, in which the former are integrated with

a smaller time step than the latter. We shall not expand on this observation, but just

note that other types of resonances can be observed in addition to those arising from

the excitation of a single eigenmode.

We now turn to the case where we have a core of soft springs, but in which only

one of them is integrated with a long time step h2. The total energy at the end of the

simulation as a function of h2 is shown in Fig. 3.16. The marks on the horizontal axis

indicate the half-periods of those eigenmodes that fall within this time step range and
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Figure 3.15: Total energy of the harmonic lattice as a function of the time step
adopted for the integration of the single soft spring in the lattice. The dots on the
horizontal axis indicate integer multiples of half-periods of the eigenmodes in this time
interval. Only those eigenmodes that are coupled to the soft spring are shown. Two
types of resonances are observed, those that excite eigenmodes with the same natural
frequency, recognized by the dots within them, and those that excite combinations of
eigenmodes, as detailed in the text.

have some non-negligible coupling with the soft spring integrated with a long time

step. We observe that only the energy peak located near h2 = 1.56 corresponds to one

of the natural frequencies of the lattice (dot), with the other five peaks resulting from

coupling between two or three eigenmodes. The marks at the energy peaks identify

which modes are involved in the coupling that produces the observed instability. The

eigenmode with half-period near 1.56 is involved in all five coupling events. For

example the peak located at 1.45 is the product of coupling between the eigenmode

with a half-period near 1.35 (triangle) and the eigenmode with a half-period near 1.56

(dot). In addition notice that the vertical energy scale is much shorter than that in

Fig. 3.15. Resonances are still present, but they have been severely tamed and are

much narrower than those in Fig. 3.15 when the soft core was absent.

To explain this result, it is convenient to take a look at the stiffness matrix of

the entire lattice K. We can decompose K as K = K1 + K2 where K2 contains the

one soft spring being integrated with the long time step and K1 contains all of the

other springs (containing in fact both stiff and soft springs). The equation of motion
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Figure 3.16: Total energy of the harmonic lattice with a core of soft springs, in which
only one of these springs is integrated with a longer time step. This time step is
indicated on the horizontal axis. The marks on the horizontal axis indicate the half-
periods of the eigenmodes that have a non-negligible coupling with the spring with
the long time step. Observe that only the energy peak denoted by the dot occurs at
one of the natural frequencies of the lattice. The other peaks result from a coupling
between modes with the same mark and the mode marked by a dot. For example
the energy peak at 1.45 is due to a coupling between the mode with half-period 1.35
(triangle) and the mode with half-period 1.56 (dot). Notice that, in comparison with
Fig. 3.15, the vertical axis has a drastically shorter energy scale, reflecting the fact
that resonances in this case are much weaker and narrower than when only one soft
spring is present in the entire lattice.
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is given by

ẍ+ (K1 + K2)x = 0.

Now we can perform an eigenvector transformation for K1 which gives

ÿ + (Λ + VTK2V) y = 0

where K1 = VΛVT and y = VTx. This equation shows that, similar to the molecular

dynamics case, there is a coupling between the soft spring with a long time step and

the stiff modes. However this coupling is given by matrix VTK2V. Because of the

presence of the soft core, the entries in VTK2V corresponding to stiff modes are very

small, since as we shall see, stiff eigenmodes decay rapidly once they enter the region

with soft springs. It then follows that the very small coupling terms in VTK2V for

the stiff modes effectively makes the soft spring integrated with time step h2 even

softer. As can be seen from Eqs. (3.7) and (3.8), the resulting resonances are still

present, but they will be narrow and weak. Therefore, resonances are seldom observed

in these types of simulations.

We showcase next the exponential decay of the high-frequency eigenvectors in the

soft region through a one-dimensional example. Consider a system of 20 springs made

of 10 springs with stiffness k1 = 8 attached to 10 other springs with stiffness k2 = 1,

and identical masses between any two consecutive springs. The eigenvectors must

satisfy the following equations:

k(i−1)(xi − xi−1)− k(i)(xi+1 − xi) = λxi, i = 2, . . . , 20

where xi indicates the position of mass i and k(i) is the stiffness of spring i which

connects masses i and i + 1. A high-frequency eigenvector has λ � k2. To estimate

its decay in the region with soft springs, we assume that |xi+1| � |xi| for i ≥ 12.

Then in this region

xi ≈ k2

2k2 − λ xi−1.

This corresponds to a geometric decay with rate ≈ −k2/λ. Fig. 3.17 plots the first

three stiffest eigenvectors. The circles correspond to the predicted geometric decay.
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We see that the prediction is quite accurate.

This example demonstrates that stiff eigenvectors decay exponentially fast when

they enter a soft region. A similar phenomenon should be valid in two-dimensional

and three-dimensional meshes as well. In a mechanical problem then, soft regions

of the mesh are only “locally” coupled to stiff ones. A soft element can still induce

resonances in nearby stiff regions, but the strength of their coupling is exponentially

small with the distance between them.
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Figure 3.17: Exponential decay of eigenvectors over core of soft springs. The circles
are the analytical approximation of the decay. The agreement between the two is
rather good.

3.5 Summary

We studied the stability of AVI integrators and showed that results derived for the

synchronous r-RESPA family of integrators can be generalized to asynchronous inte-

grators such as AVI. We provided sufficient conditions for stability. We postulated

that for a system of two 1-D springs with different stiffnesses an instability is observed

when the synchronization time ph1 = qh2 is near a multiple of the half-period of the

stiff potential. We motivated a conjecture that implies that the set of resonant time

steps is dense, which was verified using systematic numerical tests. It also follows

from the conjecture that arbitrarily small unstable time steps exist and, indeed, very

small unstable time steps were found numerically. Most of these resonances were

found to be very weak, and of little importance in practice. We characterized the

strongest resonances through a family of curves parametrized by two integers, which

reproduced the numerical results very well.
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In addition, we examined the resonance behavior of AVI in molecular dynamics

and solid mechanics. The main result is that resonances are easily observed in molec-

ular dynamics due to the strong coupling between stiff modes and soft long-range

forces (e.g. electrostatic forces). On the other hand, resonant behavior is rarely seen

in solid mechanics because the smooth gradient of element stiffnesses leads to a very

weak coupling and hence very narrow bands of resonant time steps.

Finally, the analyses herein are only concerned with the linear stability of the

method. Other important resonances may be induced by the non-linearities in the

system. Some results in this direction in the vicinity of stable equilibrium points are

presented in [82]. Additionally, we note that classical techniques for enhancing the

stability of multiple time stepping schemes such as MOLLY [51], the isokinetic Nosé-

Hoover chain RESPA [69], and the two-force method [40, 41] may be applicable to

AVI, and may lead to improved robustness for the method. The two-force method is

very promising since it removes all instabilities in the integrator. However it currently

has two drawbacks: it can be computationally expensive and it does not extend to

three or more time steps without exponentially increasing its computational cost.

In the next chapter we will discuss how another technique for quelling resonances,

Langevin equations [3, 4, 77], can be extended to the AVI setting.



Chapter 4

A Stochastic Variational Integrator

The formulation of AVI presented thus far is only applicable to Hamiltonian systems.

However there are situations where it is desirable to explore non-Hamiltonian dynam-

ics. For instance, in practice the size of the time steps used in molecular dynamics

simulations is often limited by the presence of resonances. One approach for miti-

gating the undesirable effect of these resonances is to introduce numerical damping

through Langevin dynamics. In addition to quelling resonances Langevin dynamics

also functions as a stochastic thermostat and models the influence of explicit water

molecules on solvated proteins. Since the dynamics are no longer Hamiltonian, the

standard AVI cannot be applied directly to these simulations. In this chapter we

describe how a stochastic version of AVI can be derived from the variational frame-

work that is applicable for Langevin dynamics. In addition we show that, depending

on how the action is approximated, different stochastic variational integrators (SVI)

can be obtained. To illustrate their functionality, we conclude by applying one of the

proposed integrators to an MD simulation of a simple peptide.

72
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4.1 Continuous Variational Principle

We begin by extending the variational framework to Langevin dynamics in the con-

tinuous setting. Define the stochastic action [add citation] of the system to be

Ss[q(·)] =

∫ T

0

eγt

(
N∑
a=1

1

2
ma ||q̇a||2 − V (q)

)
dt+

∫ T

0

eγt
N∑
a=1

d∑
α=1

σaqaα ◦ dWaα(t)

where γ is the friction coefficient, σ2
a = 2γmakBT , d is the number of dimensions for

the vector qa, and Wa(t) is a vector of standard white noise, i.e.

〈Wa(t)〉 = ~0, 〈Wa(t)Wa(t
′)T 〉 = δ(t− t′)Id×d.

Note that this action differs from the one defined in Sec. 2.1 in two respects. First

we have introduced an integrating factor exp(γt) in order to reproduce the friction

term in Langevin dynamics. Second a stochastic term has been added to account for

the random force. Here the stochastic integral is defined in the Stratonovich sense

instead of Ito because the chain rule of ordinary calculus holds for the former but

not the latter. This will be helpful as we derive the Euler-Lagrange equations using

variational calculus. Applying the variational principle to this action and assuming

that the trajectory q(t) is a stationary point gives

0 = δSs =

∫ T

0

eγt
N∑
a=1

(
maq̇aδq̇a − ∂V (q)

∂qa
δqa

)
dt+

∫ T

0

eγt
N∑
a=1

σaδqa ◦ dWa(t).
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Using integration by parts and applying the boundary conditions δqa(0) = 0 and

δqa(T ) = 0 we have

0 =

[
eγt

N∑
a=1

maq̇aδqa

]t=T
t=0

−
∫ T

0

N∑
a=1

(
ma

d

dt

(
q̇ae

γt
)
δqa + eγt

∂V (q)

∂qa
δqa

)
dt

+

∫ T

0

eγt
N∑
a=1

σaδqa ◦ dWa(t)

= −
∫ T

0

N∑
a=1

(
ma (q̈a + γq̇a) +

∂V (q)

∂qa

)
δqae

γtdt+

∫ T

0

eγt
N∑
a=1

σaδqa ◦ dWa(t)

=

∫ T

0

eγt
N∑
a=1

δqa

[(
−maq̈a − γmaq̇a − ∂V (q)

∂qa

)
dt+ σa ◦ dWa(t)

]
.

Since the last equality must hold for all variations δqa(t) the following stochastic

differential equation (SDE) needs to be satisfied for each particle:

dpa =

(
−∂V (q)

∂qa
− γpa

)
dt+ σadWa(t)

where pa = maq̇a is the momentum of coordinate qa. Note that the Stratonovich

integral has been replaced with the Ito integral since the two are identical when the

integrand is independent of time. Hence the Euler-Lagrange equations obtained from

the proposed stochastic action are exactly the Langevin equations.

4.2 Discrete Variational Principle

Similar to the procedure adopted in Sec. 2.2 stochastic variational integrators for

Langevin dynamics can be constructed by mimicking the variational structure in the

discrete setting. The idea once again is to approximate the stochastic action over a

discrete trajectory and use a discrete variational principle to obtain the integrator.

More precisely, the time interval [0, T ] is partitioned into a sequence of times {tj} =

{t0 = 0, . . . , tM = T} with a time step h, and a discrete trajectory on this partition

is a sequence of positions {qj} = {q0, . . . , qM}. To derive an integrator we need to
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construct a stochastic discrete Lagrangian that approximates the stochastic action

over one time step h. This involves approximating the two integrals in the stochastic

action. For the deterministic integral, a suitable discrete approximation is given by

∫ T

0

eγt

(
N∑
a=1

1

2
ma ||q̇a||2 − V (q)

)
dt

≈
M−1∑
j=0

eγt
j+1/2

h

(
N∑
a=1

1

2
ma

∣∣∣∣∣∣∣∣qj+1
a − qja
h

∣∣∣∣∣∣∣∣2 − V (qj) + V (qj+1)

2

)
.

Here we take the same discretization as VV for the kinetic and potential energy terms

and simply evaluate the exponential integrating factor at the midpoint of the time

interval (tj, tj+1). The stochastic integral can be approximated as follows:

∫ T

0

eγt
N∑
a=1

d∑
α=1

σaqaα ◦ dWaα(t)

=
M−1∑
j=0

∫ tj+1

tj
eγt

N∑
a=1

d∑
α=1

σaqaα ◦ dWaα(t)

≈
M−1∑
j=0

N∑
a=1

d∑
α=1

[
qjaασa

∫ tj+1/2

tj
eγt ◦ dWaα(t) + qj+1

aα σa

∫ tj+1

tj+1/2

eγt ◦ dWaα(t)

]
.

Here we have taken q(t) to be constant and equal to qj when t is in the time interval

(tj−1/2, tj+1/2). These two stochastic integrals can be evaluated exactly by using a

result from stochastic calculus [add citation]

σae
−γh/2

∫ h/2

0

eγs ◦ dWa(s) = σae
−γh/2

∫ h/2

0

eγsdWa(s) = N
(
0,makBT

(
1− e−γh)) .

The first equality, which states that the Stratonovich and Ito integrals are equal, is a

consequence of having an integrand that is a deterministic function of time. In this

instance the drift correction term that arises from converting Stratonovich to Ito is

identically zero. Applying this result to the approximation of the stochastic integral
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in the stochastic action gives

∫ T

0

eγt
N∑
a=1

~1 · (σaqa ◦ dWa(t))

≈
M−1∑
j=0

N∑
a=1

d∑
α=1

[
qjaασae

γtj
∫ h/2

0

eγs ◦ dWaα(s) + qj+1
aα eγt

j+1/2

σa

∫ h/2

0

eγs ◦ dWaα(s)

]

=
M−1∑
j=0

N∑
a=1

d∑
α=1

(
qjaαe

γtj+1/2

ξj+1/2
aα + qj+1

aα eγt
j+1

ξj+1
aα

)

where ξja is a normal random vector with mean ~0 and covariance matrix given by(
makBT

(
1− e−γh)) δlm. For every time step h the random vector needs to be sampled

twice.

Therefore an approximation of the stochastic action is given by the following

action sum:

Ss
d[{qj}] =

M−1∑
j=0

Ls
d(qj, qj+1, j)

where the stochastic discrete Lagrangian Ls
d(q, q̃, j) takes the form

Ls
d(q, q̃, j) = eγt

j+1/2

h

(
N∑
a=1

1

2
ma

∣∣∣∣∣∣∣∣ q̃a − qah

∣∣∣∣∣∣∣∣2 − V (q) + V (q̃)

2

)
(4.1)

+
N∑
a=1

d∑
α=1

(
qaαe

γtj+1/2

ξj+1/2
aα + q̃aαe

γtj+1

ξj+1
aα

)
. (4.2)

The integrator follows from the discrete Euler-Lagrange equations for this discretiza-

tion:
∂

∂q
Ls

d(qj, qj+1, j) +
∂

∂q̃
Ls

d(qj−1, qj, j − 1) = 0,

for j = 1, . . . ,M − 1, where ∂Ls
d(·, ·)/∂q and ∂Ls

d(·, ·)/∂q̃ indicate the partial deriva-

tives of Ls
d with respect to its first and second arguments, respectively. The discrete
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momenta {pj} are generally defined, via a discrete Legendre transform, to be

pjae
γtj =

∂

∂q̃a
Ls

d(qj−1, qj, j − 1) = − ∂

∂qa
Ls

d(qj, qj+1, j), (4.3)

where the second equality follows from the discrete Euler-Lagrange equations. Com-

paring this expression to (2.2) note that the momenta are scaled by the integrating

factor. This is a consequence of introducing the integrating factor exp(γt) into the

definition of the stochastic action. Substituting the stochastic discrete Lagrangian

(4.1) into Eq. (4.3) gives:

pjae
γtj = eγt

j−1/2

ma

(
qja − qj−1

a

h

)
− eγtj−1/2 h

2

∂V

∂qa
(qja) + eγt

j

ξja

pjae
γtj = eγt

j+1/2

ma

(
qj+1
a − qja
h

)
+ eγt

j+1/2 h

2

∂V

∂qa
(qja)− eγt

j+1/2

ξj+1/2
a .

The second momentum equation can be rearranged to give

pj+1/2
a = e−γh/2pja −

h

2

∂V

∂qa
(qja) + ξj+1/2

a

while the first equation, replacing j with j + 1, results in

pj+1
a = e−γh/2

(
pj+1/2
a − h

2

∂V

∂qa
(qj+1
a )

)
+ ξj+1

a .

Hence the numerical integrator arising from the stochastic discrete Lagrangian (4.1)

is

p∗a = e−γh/2pja + ξj+1/2
a

pj+1/2
a = p∗a −

h

2

∂V

∂qa
(qja)

qj+1
a = qja +

h

ma

pj+1/2
a

p∗∗a = pj+1/2
a − h

2

∂V

∂qa
(qj+1
a )

pj+1
a = e−γh/2p∗∗a + ξj+1

a .
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Observe that this integrator is essentially the VV integrator sandwiched by two

stochastic half-steps. During these half-steps, an impulse due to the random force is

applied to the friction-dampened velocity.

A property that translates from the continuous setting to the discrete environment

is the near preservation of the Boltzmann distribution. From the Fokker-Planck equa-

tion, the equilibrium phase-space distribution for the Langevin equations is Boltz-

mann so given an initial set of phase-space points satisfying the Boltzmann distri-

bution, all subsequent snapshots of phase-space will also be Boltzmann. Since the

stochastic updates are simply resampling the momenta according to the Boltzmann

distribution and the inner VV integrator nearly preserves the Boltzmann distribu-

tion because the Hamiltionian is conserved to second-order, this stochastic integrator

nearly preserves the Boltzmann distribution.

4.3 Extension to AVI

The formalism presented in Sec. 4.2 can be extended to handle multiple potentials,

each with its own time step. Depending on how the stochastic action is approxi-

mated, a host of integrators can be derived from the variational framework. Here we

will present three such approximations, beginning with one that borrows from the

formulation seen in Sec. 2.5. To recall consider a system whose potential V (q) can be

written as the sum of K potentials:

V (q) =
K∑
k=1

Vk(q).

Then assign to each potential Vk a sequence of times {0 = t0k < . . . < tMk
k = T}. Ad-

ditionally, we construct the sequence of all times in the system {θ0 < θ1 < . . . < θM}
by lumping together all potential times in a strictly increasing sequence. Denoting

the position of the system at time θi by qi, a discrete trajectory is the sequence of

positions {q0, . . . , qM}. For each time θi we define the set K(i) as:

K(i) = {k | ∃j, tjk = θi}.
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For each k ∈ K(i), we can define:

h
i+1/2
k

def
= tj+1

k − tjk and h
i−1/2
k

def
= tjk − tj−1

k ,

where tjk = θi.

Combining elements from the discrete Lagrangians found in Eqs. (2.6) and (4.1)

leads to the following:

Ls
d(q, q̃, i) =

eγθ
i+1/2

 N∑
a=1

1

2
ma∆θ

i

∥∥∥∥ q̃a − qa∆θi

∥∥∥∥2

−
∑
k∈K(i)

h
i+1/2
k

2
Vk(q)−

∑
k∈K(i+1)

h
i+1/2
k

2
Vk(q̃)


+

N∑
a=1

d∑
α=1

(
qaαe

γθi+1/2

ξi+1/2
aα + q̃aαe

γθi+1

ξi+1
aα

)
(4.4)

with ∆θi = θi+1 − θi, θi+1/2 = (θi + θi+1)/2, and ξ
i+1/2
a and ξi+1

a are normal ran-

dom vectors with mean ~0 and covariance matrix given by
(
makBT

(
1− e−γ∆θi

))
δlm.

Using this stochastic discrete Lagrangian, the action sum is simply

Ss
d =

M−1∑
i=0

Ls
d(qi, qi+1, i).

The stochastic discrete Lagrangian Ls
d is not a consistent approximation of the stochas-

tic action during the time interval (θi, θi+1) but it is a consistent approximation of

the stochastic action. The discrete Euler-Lagrange equations take the form:

maq̇
i+1/2
a eγθ

i+1/2 −maq̇
i−1/2
a eγθ

i−1/2

=

−
∑
k∈K(i)

h
i−1/2
k eγθ

i−1/2
+ h

i+1/2
k eγθ

i+1/2

2

∂Vk
∂qa

(qi) + eγθ
i

ξia + eγθ
i+1/2

ξi+1/2
a (4.5)

where

q̇i+1/2
a

def
=
qi+1
a − qia
θi+1 − θi .
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Eq. (4.3) defines the momenta {p0, . . . , pM}, as

piae
γθi = maq̇

i−1/2
a eγθ

i−1/2 −eγθi−1/2
∑
k∈K(i)

h
i−1/2
k

2

∂Vk
∂qa

(qi) + eγθ
i

ξia

= maq̇
i+1/2
a eγθ

i+1/2

+eγθ
i+1/2

∑
k∈K(i)

h
i+1/2
k

2

∂Vk
∂qa

(qi)− eγθi+1/2

ξi+1/2
a .

Letting p
i+1/2
a = maq̇

i+1/2
a the second momentum equation can be rearranged to give

pi+1/2
a = e−γ∆θi/2pia −

∑
k∈K(i)

h
i+1/2
k

2

∂Vk
∂qa

(qi) + ξi+1/2
a

while the first equation, replacing i with i+ 1, results in

pi+1
a = e−γ∆θi/2

pi+1/2
a −

∑
k∈K(i+1)

h
i+1/2
k

2

∂Vk
∂qa

(qi+1)

+ ξi+1
a .

Hence the numerical integrator arising from the stochastic discrete Lagrangian (4.4)

is

p∗a = e−γ∆θi/2pia + ξi+1/2
a

pi+1/2
a = p∗a −

∑
k∈K(i)

h
i+1/2
k

2

∂Vk
∂qa

(qi)

qi+1
a = qia +

∆θi

ma

pi+1/2
a

p∗∗a = pi+1/2
a −

∑
k∈K(i+1)

h
i+1/2
k

2

∂Vk
∂qa

(qi+1)

pi+1
a = e−γ∆θi/2p∗∗a + ξi+1

a .

Observe that when all of time steps hk are identical this integrator reduces to the

integrator proposed in Sec. 4.2.
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Another choice for the stochastic discrete Lagrangian is

Ls
d(q, q̃, i) =

eγθ
i+1/2

(
N∑
a=1

1

2
ma∆θ

i

∥∥∥∥ q̃a − qa∆θi

∥∥∥∥2
)
−eγθi

∑
k∈K(i)

h
i+1/2
k

2
Vk(q)

−eγθi+1
∑

k∈K(i+1)

h
i+1/2
k

2
Vk(q̃) +

N∑
a=1

d∑
α=1

(
qaαe

γθi+1/2

ξi+1/2
aα + q̃aαe

γθi+1

ξi+1
aα

)
. (4.6)

The main difference between (4.4) and (4.6) is the time at which the exponential

integrating factor is evaluated for the potential contributions Vk. By applying the

trapezoidal rule to the product between the integrating factor and the potential Vk,

the time is chosen to match the evaluation of the potential. This is contrasted by

(4.4) where the midpoint of the time interval (θi, θi+1) was used for the integrating

factor and the trapezoidal rule was only applied to the potential. Using the same

variational machinery as for (4.4), the resulting integrator is

p∗a = pia −
∑
k∈K(i)

h
i+1/2
k

2

∂Vk
∂qa

(qi)

pi+1/2
a = e−γ∆θi/2p∗a + ξi+1/2

a

qi+1
a = qia +

∆θi

ma

pi+1/2
a

p∗∗a = e−γ∆θi/2pi+1/2
a + ξi+1

a

pi+1
a = p∗∗a −

∑
k∈K(i+1)

h
i+1/2
k

2

∂Vk
∂qa

(qi+1).

Since the stochastic half-steps are now surrounded by the half-impulses from the

potentials Vk, instead of vice versa, this integrator does not reduce to the integrator

in Sec. 4.2 when all of the potentials are integrated with a single time step.

One situation where the stochastic integrators proposed so far might not be ideal

is when the friction coefficient γ is large, i.e. when the dynamics are in the Brownian

regime. As is evident from examining the integrators, the time steps for the stochastic
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updates are determined by the time steps chosen for the potentials Vk. If the potentials

are smooth and/or slowly varying, the potential time steps hk may be quite large and

consequently ∆θi will also be large for some values of i. Since the characteristic time

scale of the thermal motion in Langevin dynamics is 1/γ, the friction and random

noise contributions will not be resolved accurately when large time steps are taken.

One approach to circumvent this difficulty is to assign an independent time step h0

for the integration of the stochastic contribution. Such an integrator can be obtained

with the following approximation of the stochastic action:

Ss
d({qi}) =

M−1∑
i=0

eγt
j(i)
0

(
N∑
a=1

1

2
ma∆θ

i

∥∥∥∥qi+1
a − qia

∆θi

∥∥∥∥2
)

−
K∑
k=1

Mk−1∑
l=0

(tl+1
k − tlk)

eγt
j(k,l)
0 Vk(q

k,l) + eγt
j(k,l+1)
0 Vk(q

k,l+1)

2

+

M0−1∑
j=0

N∑
a=1

d∑
α=1

(
q0,j
aαe

γt
j+1/2
0 ξj+1/2

aα + q0,j+1
aα eγt

j+1
0 ξj+1

aα

)
(4.7)

where qk,l is the position at time tlk and the times t
j(·)
0 are defined as follows:

t
j(i)
0 = t

j+1/2
0 | θi ∈ [tj0, t

j+1
0 )

t
j(k,l)
0 = t

j+1/2
0 | tlk ∈ [tj0, t

j+1
0 )

t
j(k,l+1)
0 = t

j+1/2
0 | tl+1

k ∈ (tj0, t
j+1
0 ].

Letting the scaled momemtum at time θi be given by piae
γt
j(i)
0 and applying the discrete

variational principle to (4.7), the integrator for the time interval (θi, θi+1) where
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θi 6= tj0 and θi+1 6= tj0 for all j is exactly the AVI integrator:

pi+1/2
a = pia −

∑
k∈K(i)

h
i+1/2
k

2

∂Vk
∂qa

(qi)

qi+1
a = qia +

∆θi

ma

pi+1/2
a

pi+1
a = pi+1/2

a −
∑

k∈K(i+1)

h
i+1/2
k

2

∂Vk
∂qa

(qi+1).

When θi = tj0 for some j then the first half-step impulse is preceded by

p∗a = e−γh0/2pia + ξj+1/2
a

and when θi+1 = tj0 for some j then the second half-step impulse is followed by

p∗∗a = e−γh0/2pi+1
a + ξj+1

a .

Note that when all of time steps, including h0, are replaced with a single time step,

this integrator reduces to the integrator in Sec. 4.2.

4.4 Application of SVI to a Peptide

To investigate the consistency of the last of the three integrators proposed in the

previous section we will apply it to a molecular dynamics simulation of a solvated

17-residue α-helix peptide under periodic boundary conditions. Particle mesh Ewald

(PME) was used to integrate the electrostatic potential, with the Ewald coefficient

equal to 0.646. Two time steps were adopted: a variable time step h is assigned

to the reciprocal-space portion of the Ewald sum while the time step for all other

potentials, including the stochastic contribution from Langevin dynamics, is 1 fs. A

friction coefficient of 5 ps−1 was used and the temperature of the system was set at

300 K. Beginning with a 20-member ensemble of the solvated peptide drawn from

the Boltzmann distribution, each ensemble member was simulated for 100 fs and its
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final configurated was recorded. Using h = 1 as the reference solution, the averaged

trajectory error for time step h is defined as

εh =

[
1

3NatomsNens

Nens∑
j=1

Natoms∑
a=1

||q(j)
a,h − q(j)

a,ref||22
]1/2

where Natoms is the number of atoms, Nens is the number of ensemble members, q
(j)
a,h

is the position vector of atom a for the j-th ensemble member at 100 fs obtained

by using time step h for the reciprocal-space part of the Ewald sum, and q
(j)
a,ref is

the respective position vector when h = 1. Taking values of h from 1.2 to 3 fs in

increments of 0.2 fs, the error εh was computed and the results are shown in Fig. 4.1.

From the plot it can be concluded that this particular stochastic integrator exhibits

roughly first-order convergence with respect to h.
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Figure 4.1: The averaged trajectory error as a function of the time step used for the
reciprocal-space contribution of the Ewald sum. The time step for all other potentials,
including the stochastic contribution from Langevin dynamics, was taken to be 1 fs.
The integrator exhibits roughly first-order convergence.

4.5 Summary

We showed that stochastic variational integrators can be derived from the variational

framework by modifying the action integral. However depending on how this stochas-

tic action is discretized, a variety of integrators can be obtained. In this dissertation,
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we only present numerical results for one of the integrators. Additional analysis and

investigation is required to determine the benefits and disadvantages of each integra-

tor and to see if there exists one integrator that is superior to the others. Furthermore

it remains to be seen how accurately the proposed integrators preserve the Boltzmann

distribution, an important property of Langevin dynamics.



Chapter 5

Background on the Fast Multipole

Method

The fast multipole method (FMM) is a technique for calculating sums of the form

f(xi) =
N∑
j=1

K(xi, yj)σj, i = 1, . . . , N (5.1)

inO(N) operations with a controllable error ε. Historically, Greengard and Rokhlin [36]

first developed a technique for the kernel K(x, y) = 1/r (r = |x − y|) based on Leg-

endre polynomials and spherical harmonics. The technique was later extended to the

oscillatory kernel eikr/r. Both these approaches require approximations of K(x, y)

for |x − y| sufficiently large (in a sense which can be made precise) which are typi-

cally obtained using known analytical expansions. In this chapter we will focus on

the 1/r kernel and begin by discussing how a low-rank approximation of 1/r can be

constructed for large r. Next we proceed to show how a O(N logN) fast summa-

tion method can be derived from this low-rank approximation. Finally a detailed

description of the O(N) FMM will be provided.

86
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5.1 Constructing A Low-Rank Approximation

Consider sums of the form (5.1) where xi are observation points, σj are the sources,

yj are the locations of the sources, and N is the number of observation points and

sources. These sums appear in many applications such as N -body problems and

integral equations in electromagnetics and acoustics. A direct calculation of this

sum has a O(N2) complexity resulting from the multiplication of a N × N matrix

Kij = K(xi, yj) with the N -vector of sources {σj}. Since the number of observation

points and sources is often very large computing the sum directly is intractable. An

approach for improving the efficiency of this computation involves the use of a low-

rank approximation of the kernel:

K(x, y) ≈
n∑
l=1

ul(x)vl(y). (5.2)

A fast summation method can be created by substituting the low-rank approximation

(5.2) into the sum (5.1):

f(xi) ≈
n∑
l=1

ul(xi)
N∑
j=1

vl(yj)σj. (5.3)

The outline for the method given by Eq. (5.3) is as follows:

1. First transform the sources using the basis functions vl:

Wl =
N∑
j=1

vl(yj)σj, l = 1, . . . , n.

2. Then compute f(x) at each observation point xi using the basis functions ul:

f(xi) ≈
n∑
l=1

ul(xi)Wl, i = 1, . . . , N.

The computational cost of each step is O(nN) hence the fast summation method
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proposed above scales as O(2nN). When n� N this is a significant reduction from

the O(N2) scaling of the direct calculation.

A discussion on the derivation of a series expansion of the kernel K(x, y) = 1/r

in three dimensions is given in [add citation], whose details will be summarized here.

We are interested in computing the potential at the observation point x due to a

source at y. Let the spherical coordinates of these points be given by x = (r, θ, φ)

and y = (ρ, α, β). If we denote the angle between the vectors x and y by γ and let r̃

be the distance between x and y then the kernel 1/r̃ can be expressed as

1

r̃
=
∞∑
l=0

ρl

rl+1
Pl(cos γ) (5.4)

where Pl is the Legendre polynomial of degree l. This series only converges if r > ρ

so this can be interpreted as a far-field expansion of the 1/r̃ kernel. Since the angle

γ is a function of both x and y this is not a low-rank approximation of the kernel in

the form of (5.2). However x and y can be separated by appealing to the addition

theorem for Legendre polynomials which expands the Legendre polynomial as a sum

of spherical harmonics

Pl(cos γ) =
l∑

m=−l
Y m
l (θ, φ)Y −ml (α, β) (5.5)

where

Y m
l (θ, φ) =

√
(l − |m|)!
(l + |m|)! P

|m|
l (cos θ)eimφ

and Pm
l are the associated Legendre functions which may be defined by the Rodrigues’

formula

Pm
l (z) = (−1)m(1− z2)m/2

dm

dxm
Pl(z).

Substituting Eq. (5.5) into (5.4) gives a low-rank approximation of the kernel 1/r̃:

1

r̃
≈

n∑
l=0

l∑
m=−l

1

rl+1
Y m
l (θ, φ) ρlY −ml (α, β). (5.6)
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Now consider a set of N sources located at yj = (ρj, αj, βj) with ρj < a for j =

1, . . . , N and N observation points xi = (ri, θi, φi) with ri > a for i = 1, . . . , n. Then

the power series in Eq. (5.4) converges for all pairwise interactions and hence Eq. (5.6)

can be used for approximating the sum (5.1):

f(xi) ≈
n∑
l=0

l∑
m=−l

1

rl+1
i

Y m
l (θi, φi)M

m
l (5.7)

with

Mm
l =

N∑
j=1

ρljY
−m
l (αj, βj)σj. (5.8)

Eq. (5.7) is commonly referred to as the multipole expansion and (5.8) are the corre-

sponding multipole coefficients.

5.2 An O(N logN) Fast Summation Method

Previously we discussed how to construct a low-rank approximation of the kernel 1/r

that is valid when the observation points are separated from the sources. However in

many situations this separation does not exist. For example consider a set of point

charges in a cubic domain and we are interested in evaluating the potential at each

point charge due to the other charges. Since the set of observation points and the set

of sources are identical and hence not separated, Eq. (5.7) cannot be applied directly

to this system. One solution is to subdivide the computational cell recursivey to

produce distinct groups of observation points and sources that are separated such

that the far-field expansion is valid. For simplicity we will go to two dimensions and

take a square as our computational domain to illustrate how this procedure works.

The strategy discussed hereafter can be easily extended to three dimensions.

Let refinement level 0 correspond to the entire computational domain (Fig. 5.1(a)).

At this level, the far-field approximation cannot be applied. Therefore we subdivide

the square cell into four smaller subcells whose edge length is half that of the original

square and refer to this as refinement level 1 (Fig. 5.1(b)). Since the four subcells are
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(a) Level 0 (b) Level 1

(c) Level 2 (d) Level 3

Figure 5.1: Levels in the FMM tree for 2-D domain. On levels 0 and 1, none of the
cells are well-separated so the far-field approximation cannot be applied. However by
recursively subdividing, clusters of observation points and source can be separated.
For example, on level 2 (c) interactions between observation points in the highlighted
cell and sources in the shaded cells can be computed using the multipole expansion.
In order to handle sources in the adjacent unshaded cells, a further subdivision is
done (d). The light shaded cells have been accounted for on the previous level so
only the dark shaded cells need to be treated with the multipole expansion. If this
level corresponds to the finest subdivision, then interactions due to the sources in the
unshaded cells are computed directly.
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adjacent to one another, the observation points in any subcell is not separated from

the sources in any other subcell. As a result we will repeat this subdivision again

to form refinement level 2 with 16 subcells. Before proceeding we will introduce

some terminology that will be helpful in the description to follow. Two cells are

near neighbors if they are on the same refinement level and share at least one

vertex. From this definition, a cell is a near neighbor of itself. Next two cells are

well-separated if they are on the same refinement level and not near neighbors.

For square or cubic cells, a sufficient condition for well-separateness is that two cells

are separated by at least one cell in each dimension. Finally the interaction list

of cell i is a list consisting of all children of the near neighbors of cell i’s parent

that are well-separated from cell i. Referring to Fig. 5.1(c) the interaction list of

the highlighted cell contains the seven shaded cells. Since these cell-cell interactions

are well-separated we can now use the multipole expansion to compute the potential

at observation points located in the highlighted cell due to the sources in each of

the cells in the interaction list. The remaining unshaded cells are near neighbors of

the highlighted cell. In order to apply the far-field expansion for sources located in

the near neighbor cells, the refinement is continued recursively and the contributions

from these sources are handled at subsequent refinement levels (e.g. Fig. 5.1(d)).

If the density of the observation points and sources is relatively uniform, then the

number of levels is taken to be roughly logN to ensure that most of the subcells

with the finest refinement are non-empty. For subcells on the last refinement level,

the remaining interactions due to sources in its near neighbors are computed directly.

This recursive subdivision gives rise to the FMM tree where each node corresponds

to a subcell and an edge represents a parent-child relationship. Letting the root node

be the entire computational domain, each subsequent level of the tree represents

the next refinement level. In two dimensions the FMM tree is a quadtree while in

three dimensions we have an octree. From this tree structure the near neighbors and

interaction list of any cell can be easily determined.

Since the computation of the multipole expansion (5.7) on each level of the FMM

tree is O(N) because there are N observation points and N sources, the total cost of

the fast summation method is O(N logN). In order to obtains an O(N) complexity,
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operations on the observation points and sources can only be done on one level instead

of on all refinement levels. The fast multipole method achieves this by working with

the observation points and sources only on the finest refinement level and passes this

information to the other levels in the FMM tree by employing analytical results for

expansions in spherical harmonics.

5.3 The Fast Multipole Method

The fast multipole method is comprised of two passes through the FMM tree: an

upward pass and a downward pass. To begin, the multipole coefficients (5.8) are

computed for all cells corresponding to the finest refinement level. In order to calculate

the multipole coefficients for the coarser levels, we will use an analytical formula that

describes how a multipole expansion can be translated.

Suppose that for a set of sources located in a sphere of radius a with center

y = (ρ, α, β) and that for observation points x = (r, θ, φ) outside of this sphere, the

potential is given by the multipole expansion

f(x) =
∞∑
l=0

l∑
m=−l

Om
l

(r′)l+1
Y m
l (θ′, φ′) (5.9)

where x−y = (r′, θ′, φ′). Then for any x outside of the sphere of radius a+ρ centered

at y

f(x) =
∞∑
j=0

j∑
k=−j

Mk
j

rl+1
Y k
j (θ, φ) (5.10)

with

Mk
j =

j∑
l=0

l∑
m=−l

Ok−m
j−l i|k|−|m|−|k−m| Aml Ak−mj−l ρl Y −ml (α, β)

Akj
(5.11)

and

Aml =
(−1)l√

(n−m)!(n+m)!
(5.12)

By using Eqs. (5.10) and (5.11) the multipole expansion for a parent cell can be
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computed from those of its children cells. This operation is known as the multipole-

to-multipole (M2M) operation.

After forming all of the multipole expansions on the coarser levels recursively,

we now shift our attention to the downward pass. To begin we compute the local

expansion, a series expansion that is only valid within a certain radius, with the help

of another analtyical formula.

Suppose that for a set of sources located inside the sphere of radius a centered at

y = (ρ, α, β) with ρ > (c + 1)a and c > 1. Then the multipole expansion (5.9) for

this set of sources converges inside the sphere with radius a centered at the origin.

The potential due to the sources evaluated at a point x = (r, θ, φ) inside this sphere

is given by the local expansion

f(x) =
∞∑
j=0

j∑
k=−j

Lkj Y
k
j (θ, φ) rj (5.13)

with

Lkj =
∞∑
l=0

l∑
m=−l

Om
l i|k−m|−|k|−|m| Aml Akj Y

m−k
j+l (α, β)

(−1)l Am−kj+l ρj+l+1
(5.14)

and Aml is given by (5.12). By using Eqs. (5.13) and (5.14) the local expansion for

each subcell in the FMM tree can be constructed. This operation is known as the

multipole-to-local (M2L) operation.

Since the local expansion for a cell describes only the potential due to sources

located in cells listed the interaction list, information regarding the potential due to

more distantly-located sources needs to be obtained from the parent cell. This can be

done by first translating the local expansion of the parent and then adding the result

to the local expansion of the children cells. Once again there exists an analytical

formula that performs this action.

Letting y = (ρ, α, β) be the origin of a local expansion

f(x) =
n∑
l=0

n∑
m=−n

Om
l Y m

l (θ′, φ′) (r′)l
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where x = (r, θ, φ) and x− y = (r′, θ′, φ′) then

f(x) =
n∑
j=0

j∑
k=−j

Lkj Y
k
j (θ, φ) rj (5.15)

where

Lkj =
n∑
l=j

l∑
m=−l

Om
l i|m|−|m−k|−|k| Am−kl−j Akj Y

m−k
l−j (α, β) ρl−j

(−1)l+j Aml
(5.16)

with Aml given by (5.12). By using Eqs. (5.15) and (5.16) the local expansion for a

parent cell can be passed and added to its children cells. This operation is known as

the local-to-local (M2M) operation. After passing down and adding local expansions

recursively, the final step to the downward pass is to add the contributions to the

potential from sources located in the near neighbors of the subcells on the finest

refinement level. From these two passes observe that the observation points and

sources are only used once when working on the finest level of the FMM tree. As

a result, this approach, called the fast multipole method, gives the desired O(N)

complexity.



Chapter 6

The Black-Box Fast Multipole

Method

A new O(N) fast multipole formulation has been proposed for non-oscillatory kernels.

This algorithm is applicable to kernels K(x, y) which are only known numerically, that

is their numerical value can be obtained for any (x, y). This is quite different from

many fast multipole methods which depend on analytical expansions of the far field

behavior of K, for |x − y| large. Other “black-box” or “kernel-independent” fast

multipole methods have been devised. Our approach has the advantage of requiring

a small pre-computation time even for very large systems, and uses the minimal

number of coefficients to represent the far field, for a given L2 tolerance error in the

approximation. This technique can be very useful for problems where the kernel is

known analytically but is quite complicated, or for kernels which are defined purely

numerically.

6.1 Introduction

Extensions to general kernels are possible, for example using Taylor expansions. Fewer

methods exist which allow building a fast O(N) method using only numerical val-

ues of K, that is without requiring approximations based on analytical expansions.

These techniques are often based on wavelet decompositions [18, 2], singular value

95
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decompositions [33], or other schemes [13].

In Gimbutas et al. [33], a scheme based on singular value decompositions (SVD) is

used. Using the usual tree decomposition of the domain, they denote by Y b a cluster

at level l and by Zb the union of Y b and its nearest neighbor clusters at level l. Then

Xb is defined as the complement of Zb. The kernel K(x, y) can then be decomposed

using a continuous SVD:

K(x, y) ≈
n∑
l=1

sl ul(x) vl(y)

where y ∈ Y b and x ∈ Xb. This low-rank approximation can be extended to produce

multipole-to-multipole, local-to-local and multipole-to-local operators. The advan-

tage of this technique is that the SVD guarantees an optimal compression. Therefore

the number of multipole coefficients that one operates with is minimal for a given

approximation error in the L2 norm. The drawback of this approach is the cost of

pre-computing the SVD of K which can be very expensive for large 3-D domains.

Interpolation techniques can be used to construct fast multipole methods. This

approach has not attracted a lot of attention but a few papers have used interpolation

techniques (e.g., Chebyshev polynomials) in various ways as part of constructing fast

methods [30, 27, 28]. The reference [26] discusses an idea similar to that discussed

in this chapter, with some differences, including the fact that the multipole and

local expansions are treated differently, whereas our scheme is more “symmetrical”

and treats them in a similar way. In addition, [26] focuses on a one-dimensional

FMM with the kernel 1/x, which is required by their fast algorithm for interpolation,

differentiation and integration.

The basic idea of an interpolation-based FMM is as follows. If we let wl(x) denote

the interpolating functions, then:

K(x, y) ≈
∑
lm

K(xl, ym)wl(x)wm(y)

which is a low-rank approximation. This works for any interpolation scheme. The

advantage of this type of approach is that it requires minimal pre-computing. In
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addition, the only input required is the ability to evaluate K at various points. No

kernel-dependent analytical expansion is required. The drawback is that the number

of expansion terms (indices l and m in the sum above) is in general sub-optimal for

a given tolerance ε.

In this chapter we propose a new approach which essentially combines these two

ideas. A Chebyshev interpolation scheme is used to approximate the far-field behavior

of K(x, y), i.e., when |x− y| large. This leads to an efficient low-rank representation

for non-oscillatory kernels. The multipole-to-local (M2L) operator then consists in

evaluating the field due to particles located at Chebyshev nodes. This operation can

be done efficiently using an SVD. This makes the scheme optimal since the M2L step

is by far the most expensive. A key point is that the SVD needs to be computed

only “locally”. More specifically, given a tolerance ε, if the kernel is translation-

invariant, i.e., of the form K(x − y), then the cost of pre-computing the SVD is

O(lnN); otherwise the pre-computing cost is O(N). This is a true pre-computation

since this calculation is independent of the location of the sources yj and observation

points xi, and only depends on the desired accuracy.

We begin by discussing interpolation methods and in particular Chebyshev polyno-

mials, which have several desirable properties. Then we explain how one can construct

on O(N) fast method from this interpolation scheme, and how it can be further accel-

erated using singular value decompositions. Finally some numerical results illustrate

the accuracy and efficiency of the method.

6.2 Using Chebyshev Polynomials as an Interpo-

lation Basis

A low-rank approximation of the kernel K(x, y) can be constructed by introducing an

interpolation scheme. To begin consider a function g(x) on the closed interval [−1, 1].

An n-point interpolant that approximates g(x) can be expressed as

pn−1(x) =
n∑
l=1

g(xl)wl(x) (6.1)
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where {xl} are the n interpolation nodes and wl(x) is the interpolating function

corresponding to the node xl. For example if the functions wl(x) are taken to be

the Lagrange polynomials then pn−1(x) is a (n−1)-degree polynomial approximation

of g(x). Eq. (6.1) can be used to approximate the kernel K(x, y) by first fixing the

variable y and treating K(x, y) as a function of x:

K(x, y) ≈
n∑
l=1

K(xl, y)wl(x).

Now noting that K(xl, y) is a function of y the interpolation formula (6.1) can be

applied again to give

K(x, y) ≈
n∑
l=1

n∑
m=1

K(xl, ym)wl(x)wm(y) (6.2)

which is a low-rank representation of the kernel K(x, y) with

ul(x) = wl(x)

vl(y) =
n∑

m=1

K(xl, ym)wm(y).

Although any interpolation scheme can be used to construct a low-rank approxima-

tion, the Chebyshev polynomials will serve as the interpolation basis along with their

roots as the interpolation nodes. Before justifying this selection we begin by recalling

some properties of Chebyshev polynomials.

The first-kind Chebyshev polynomial of degree n, denoted by Tn(x), is defined by

the relation

Tn(x) = cos(nθ), with x = cos θ.

The domain of Tn(x) is the closed interval [−1, 1]. Tn(x) has n roots located at

x̄m = cos θm = cos
((2m− 1)π

2n

)
, m = 1, . . . , n
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and n+ 1 extrema located at

x̄′m = cos θ′m = cos
(mπ
n

)
, with Tn(x̄′m) = (−1)m, m = 0, . . . , n.

The set of roots {x̄m} is commonly referred to as the Chebyshev nodes.

One advantage of using Chebyshev nodes is the stability of the interpolation

scheme. While a scheme using equally-spaced nodes on the [−1, 1] interval to in-

terpolate a function g(x) suffers from Runge’s phenomenon and does not converge

uniformly as the number of nodes n becomes large, Chebyshev interpolation ensures

uniform convergence with minimal restrictions on g(x). Another benefit afforded

by interpolating at the Chebyshev nodes is the near-minimax approximation of g(x)

which gives a uniform approximation error across the interval [−1, 1]. This can be

contrasted with the error behavior in the regular multipole expansion of the Laplacian

kernel 1/r using spherical harmonics. Similar to a Taylor series expansion, the regular

multipole expansion is very accurate around the center of the interval but suffers from

larger errors near the endpoints. Therefore to ensure a specified accuracy across the

entire interval a high-order interpolant is needed in order to adequately resolve the

endpoints. The uniform error distribution of Chebyshev interpolation allows for the

use of fewer interpolation nodes to achieve a given accuracy and is nearly optimal in

the minimax sense.

Using the Chebyshev nodes of Tn(x) as the interpolation nodes, the approximating

polynomial pn−1(x) to the function g(x) can be expressed as a sum of Chebyshev

polynomials

pn−1(x) =
n−1∑
k=0

ckTk(x)

where

ck =

 2
n

∑n
l=1 g(x̄l)Tk(x̄l) if k > 0

1
n

∑n
l=1 g(x̄l) if k = 0

and x̄l are the roots of Tn(x). By rearranging the terms in the sum, pn−1(x) can be
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written in the form of (6.1):

pn−1(x) =
n∑
l=1

g(x̄l)Sn(x̄l, x)

where

Sn(x, y) =
1

n
+

2

n

n−1∑
k=1

Tk(x)Tk(y).

The rate of convergence of pn(x) to g(x) is given by two results from Chebyshev

approximation theory [67]. First if g(x) has m+ 1 continuous derivatives on [−1, 1],

then the pointwise approximation error for all x ∈ [−1, 1] is

|g(x)− pn(x)| = O(n−m).

Second if g(x) can be extended to a function g(z), where z is a complex variable,

which is analytic within a simple closed contour C that encloses the point x and all

the roots of the Chebyshev polynomial Tn+1(x) then the interpolating polynomial

pn(x) can be written as

pn(x) =
1

2πi

∫
C

[Tn+1(z)− Tn+1(x)]g(z)

Tn+1(z)(z − x)
dz

and its error is

g(x)− pn(x) =
1

2πi

∫
C

Tn+1(x)g(z)

Tn+1(z)(z − x)
dz.

Moreover if g(x) extends to an analytic function within the ellipse Er given by the

locus of points 1
2
(r exp(iθ) + r−1 exp(−iθ)) (for some r > 1 and as θ varies from 0

to 2π) and |g(z)| ≤ M at every point z on Er then for every real x ∈ [−1, 1] the

approximating polynomial pn(x) exhibits spectral convergence:

|g(x)− pn(x)| ≤ (r + r−1)M

(rn+1 + r−(n+1))(r + r−1 − 2)
.

This exponential accuracy is yet another desirable aspect of using Chebyshev poly-

nomials for the interpolation basis.
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Identifying Sn(x̄l, x) as the interpolating function for the node x̄l, it follows from

Eq. (6.2) that a low-rank approximation of the kernel K(x, y) using Chebyshev poly-

nomials is given by

K(x, y) ≈
n∑
l=1

n∑
m=1

K(x̄l, ȳm)Sn(x̄l, x)Sn(ȳm, y). (6.3)

Substituting this expression into Eq. (5.1) and changing the order of summation we

have

f(xi) =
N∑
j=1

K(xi, yj)σj

≈
N∑
j=1

[
n∑
l=1

n∑
m=1

K(x̄l, ȳm)Sn(x̄l, xi)Sn(ȳm, yj)

]
σj

=
n∑
l=1

Sn(x̄l, xi)
n∑

m=1

K(x̄l, ȳm)
N∑
j=1

σjSn(ȳm, yj).

From this decomposition a fast summation method using Chebyshev interpolation

can be constructed.

1. First compute the weights at the Chebyshev nodes ȳm by anterpolation:

Wm =
N∑
j=1

σjSn(ȳm, yj), m = 1, . . . , n

2. Next compute f(x) at the Chebyshev nodes x̄l:

f(x̄l) =
n∑

m=1

WmK(x̄l, ȳm), l = 1, . . . , n

3. Last compute f(x) at the observation points xi by interpolation:

f(xi) =
n∑
l=1

f(x̄l)Sn(x̄l, xi), i = 1, . . . , N
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The computational cost of steps 1 and 3 are both O(nN) while step 2 is O(n2), hence

for n� N the algorithm scales like O(2nN).

The decomposition above can be extended to include kernels K(x, y) that are

defined over arbitrary rectangular domains [a, b]×[c, d] by mapping back to the square

[−1, 1] × [−1, 1] via linear transformation. In addition this fast summation method

can be extended to higher dimensions by taking a tensor product of the interpolating

functions Sn, one for each dimension. For example consider a 3-D kernel K(x,y)

where x = (x1, x2, x3) and y = (y1, y2, y3). The low-rank approximation of the kernel

K(x,y) using Chebyshev polynomials can be expressed as

K(x,y) ≈
∑

l

∑
m

K(x̄l, ȳm)Rn(x̄l,x)Rn(ȳm,y) (6.4)

where

Rn(x,y) = Sn(x1, y1)Sn(x2, y2)Sn(x3, y3)

and x̄l = (x̄l1 , x̄l2 , x̄l3) and ȳm = (ȳm1 , ȳm2 , ȳm3) are 3-vectors of Chebyshev nodes

with li,mi ∈ {1, . . . , n}.

6.3 A Black-Box FMM with Chebyshev Interpo-

lation

In the previous section a fast summation method was constructed for continuous

kernels based on a low-rank approximation using Chebyshev polynomials. However if

the kernel contains discontinuities in its domain, e.g., the Laplacian kernel 1/|x− y|,
this low-rank representation is not applicable. In order for the low-rank approximation

(6.3) to accurately represent the kernel, the observation and source intervals need to

be well-separated. Hence (6.3) can be thought of as a far-field approximation of the

kernel K(x, y). Local interactions involving observation points and sources in non-

well-separated intervals can also be computed with the far-field approximation by

subdividing the intervals. On this refined scale, interactions between well-separated

observation points and sources can be treated by (6.3). Applying this refinement
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recursively produces a multilevel fast summation method. A black-box fast multipole

method (bbFMM) can be constructed by combining this multilevel scheme with the

FMM tree structure. Our method is a black box in the sense that the functional form

of the low-rank approximation (6.3) is independent of the kernel. Let the root level

of the tree (level 0) be the computational interval containing all observation points

and sources. The algorithm for a κ-level 1-D bbFMM is as follows:

1. First compute the weights at the Chebyshev nodes ȳm for all subintervals I on

level κ by anterpolation:

W I,κ
m =

∑
yj in

subinterval I

σjSn(ȳI,κm , yj), m = 1, . . . , n

2. Next compute the weights at the Chebyshev nodes ȳm for all subintervals I on

level k by recursion, κ− 1 ≥ k ≥ 0 (M2M):

W I,k
m =

∑
ȳJ,k+1
m in child
intervals of I

W J,k+1
m Sn(ȳI,km , ȳJ,k+1

m ), m = 1, . . . , n

3. Then calculate the far-field contribution at the Chebyshev nodes x̄l for all subin-

tervals J in the interaction list of I on level k, 0 ≤ k ≤ κ (M2L):

g(x̄I,kl ) =
∑

ȳJ,km in interaction
list of I

W J,k
m K(x̄I,kl , ȳJ,km ), l = 1, . . . , n

4. Letting f(x̄I,0l ) = g(x̄I,0l ), for each subinterval I on level k, 1 ≤ k ≤ κ, add the

effect of the far-field sources by interpolating the field from the parent interval on

level k − 1 (L2L):

f(x̄I,kl ) = g(x̄I,kl ) +
∑

x̄J,k−1
l in parent
interval of I

f(x̄J,k−1
l )Sn(x̄I,kl , x̄J,k−1

l ), l = 1, . . . , n

5. Finally compute f(xi), where xi is in subinterval I, by interpolating the far-field
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approximation and adding the nearby interactions:

f(xi) =
n∑
l=1

f(x̄I,κl )Sn(x̄I,κl , xi) +
∑

yj in nearest neighbor
intervals of I

K(xi, yj)σj, i = 1, . . . , N

An analogous algorithm can be written for the 3-D bbFMM using (6.4).

6.4 Fast Convolution Using SVD Compression

In the FMM the largest contribution to the computational cost is the multipole-to-

local (M2L) operation described in step 3 of the bbFMM algorithm. As such the

optimization of this operation is important for an efficient fast summation method.

One way to reduce the cost is to produce a more compact multipole and local ex-

pansion. Here we propose using the singular value decomposition to compress the

low-rank approximation generated by Chebyshev interpolation.

To find such a low-rank approximation of the kernel we look to minimize the

approximation error with respect to a specified norm. For sums of the form (5.1)

where the distribution of observation points and sources is assumed to be uniform,

a natural estimate of the error introduced by replacing the kernel K(x, y) with a

low-rank approximation K̃(x, y) is

ε =

[∫ 1

−1

∫ 1

−1

[K(x, y)− K̃(x, y)]2 dxdy

] 1
2

where the domain of K(x, y) is [−1, 1]× [−1, 1]. This expression can be approximated

using a Chebyshev quadrature for the double integral

ε′ =

[
n∑
l=1

n∑
m=1

ωxl ω
y
m[K(x̄l, ȳm)− K̃(x̄l, ȳm)]2

] 1
2
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where {x̄l} and {ȳm} are the Chebyshev nodes and

ωxl =
π

n

√
1− x̄2

l

ωym =
π

n

√
1− ȳ2

m

are the corresponding weights. Defining the matrices Klm = K(x̄l, ȳm), K̃lm =

K̃(x̄l, ȳm), (Ωx)ll = ωxl , and (Ωy)mm = ωym, the error ε′ can be expressed in terms of

the Frobenius norm:

ε′ = ||(Ωx)
1
2 K(Ωy)

1
2 − (Ωx)

1
2 K̃(Ωy)

1
2 ||F (6.5)

Observe that for the low-rank approximation (6.3), we have K̃ = K which gives

ε′ = 0. However, we are interested in obtaining a compressed low-rank approximation,

so we look for K̃ such that: rank(K̃) < rank(K). The solution to this constrained

minimization of (6.5) is given by a theorem from numerical linear algebra which states

that the best rank-r approximation of an n-by-n matrix A, where r ≤ n, with respect

to the Frobenius norm corresponds to picking the r left and right singular vectors of

the SVD of A with the largest singular values [88]. Let the SVD of (Ωx)
1
2 K(Ωy)

1
2 be

denoted by

(Ωx)
1
2 K(Ωy)

1
2 = UΣVT

where the columns of U are the left singular vectors, the columns of V are the right

singular vectors, and Σ is a diagonal matrix whose entries are the singular values

of (Ωx)
1
2 K(Ωy)

1
2 in order of decreasing magnitude. Since Ωx and Ωy are diagonal

matrices of full rank, the optimal rank-r approximation of K is

K̃ = (Ωx)−
1
2 UrΣrV

T
r (Ωy)−

1
2 (6.6)

where Ur is the first r columns of U, Vr is the first r columns of V, and Σr is

a diagonal matrix containing the first r singular values. It should be noted that

if the compression was done by computing the SVD of K instead of (Ωx)
1
2 K(Ωy)

1
2
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then, using a similar argument as above, it can be shown that the error in the low-

rank approximation is minimized for a distribution of sources and observation points

concentrated on the boundaries. However for a uniform distribution, the reduced-rank

matrix in (6.6) gives the optimal compression.

We now proceed to show how to compress the M2L operator using the SVD

compression described above. With the same notation as in the previous section, the

M2L operation between observation points {x̄l} and sources located at {ȳm} can be

expressed as the matrix-vector product

g = Kw

where gl = g(x̄l), Klm = K(x̄l, ȳm), and wm = Wm. Then g can be approximated by

g̃ = K̃w = (Ωx)−
1
2 UrΣrV

T
r (Ωy)−

1
2 w.

The compressed low-rank approximation reduces the cost from an n-by-n matrix-

vector product to two n-by-r matrix-vector products. This calculation can be further

streamlined so as to involve mainly r-by-r matrices. To begin consider the M2L

operation in 3-D for an observation cell on level k of the FMM tree. Each observation

cell interacts with up to 63 − 33 = 189 source cells, with each interaction indexed by

its transfer vector. The union of transfer vectors over all observation cells on level k

forms a set of 73− 33 = 316 vectors. Assuming a translational invariant kernel,

there are 316 unique M2L operators on level k, each one corresponding to a particular

transfer vector. Let K(i) denote the 3-D M2L operator for the i-th transfer vector.

Then this collection of M2L operators, with the appropriate weighting in 3-D, can be

expressed either as a fat matrix

Kfat = [(Ωx)
1
2 K(1)(Ωy)

1
2 (Ωx)

1
2 K(2)(Ωy)

1
2 · · · (Ωx)

1
2 K(316)(Ωy)

1
2 ]

with the (Ωx)
1
2 K(i)(Ωy)

1
2 blocks arranged in a single row, or as a thin matrix

Kthin = [(Ωx)
1
2 K(1)(Ωy)

1
2 ; (Ωx)

1
2 K(2)(Ωy)

1
2 ; · · · ; (Ωx)

1
2 K(316)(Ωy)

1
2 ]
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with the (Ωx)
1
2 K(i)(Ωy)

1
2 blocks arranged in a single column. Here Ωx and Ωy are

the 3-D analogs of the weighting matrices used in (6.5).

To construct compact multipole and local expansions we perform two SVDs, one

on Kfat and the other on Kthin:

Kfat = [(Ωx)
1
2 K(1)(Ωy)

1
2 (Ωx)

1
2 K(2)(Ωy)

1
2 · · · (Ωx)

1
2 K(316)(Ωy)

1
2 ]

= UΣ[V(1)TV(2)T · · ·V(316)T ]

Kthin = [(Ωx)
1
2 K(1)(Ωy)

1
2 ; (Ωx)

1
2 K(2)(Ωy)

1
2 ; · · · ; (Ωx)

1
2 K(316)(Ωy)

1
2 ]

= [R(1); R(2); · · · ; R(316)]ΛST .

Observe that if the kernel is symmetric then Kthin = KT
fat so the two SVDs are just

transposes of each other. The pre-computation cost for these SVDs is O(κ) since the

dimensions of these matrices are independent of the problem size.

The cost of the convolution for the i-th transfer vector between K(i) and a vector

of sources w can be reduced by employing these two SVDs as follows. First begin by

introducing the weighting matrices Ωx and Ωy and substituting in the i-th block of

Kthin.

K(i)w = (Ωx)−
1
2 (Ωx)

1
2 K(i)(Ωy)

1
2 (Ωy)−

1
2 w

= (Ωx)−
1
2 R(i)ΛST (Ωy)−

1
2 w

Next the identity matrix STS can be inserted between Λ and ST after which the i-th

block of Kthin is replaced.

K(i)w = (Ωx)−
1
2 R(i)ΛSTSST (Ωy)−

1
2 w

= (Ωx)−
1
2 (Ωx)

1
2 K(i)(Ωy)

1
2 SST (Ωy)−

1
2 w

Now substituting in the i-th block of Kfat and inserting the identity matrix UTU
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between U and Σ we have

K(i)w = (Ωx)−
1
2 UΣV(i)TSST (Ωy)−

1
2 w

= (Ωx)−
1
2 UUTUΣV(i)TSST (Ωy)−

1
2 w

= (Ωx)−
1
2 U
[
UT (Ωx)

1
2 K(i)(Ωy)

1
2 S
]

ST (Ωy)−
1
2 w.

Consider the term inside the square brackets:

UT (Ωx)
1
2 K(i)(Ωy)

1
2 S = ΣV(i)TS = UTR(i)Λ.

This shows that the rows and columns of UT (Ωx)
1
2 K(i)(Ωy)

1
2 S decay as quickly as the

singular values found in Σ and Λ. Hence the product K(i)w can be approximated by

keeping only the first r singular vectors in each of the SVDs. Let Ur and Sr denote the

r left singular vectors and r right singular vectors respectively. Using these reduced

SVDs a fast convolution method involving compressed multipole and local expansions

can be formulated. The M2L operation, step 3 in the bbFMM algorithm, can now be

done as follows. Using the notation adopted in the bbFMM algorithm we have:

0. Pre-computation: compute the compressed M2L operators for all transfer vectors

i = 1, . . . , 316 on level k, 0 ≤ k ≤ κ

C(i),k = (Uk
r)
T (Ωx)

1
2 K(i),k(Ωy)

1
2 Skr

3a. Pre-processing: compute the compressed multipole coefficients for all source cells

I on level k, 0 ≤ k ≤ κ

(wc)
I,k = (Skr)

T (Ωy)−
1
2 wI,k

3b. Convolution: calculate the compressed local coefficients for all observation cells I

on level k, 0 ≤ k ≤ κ; let i(I, J) denote the index of the transfer vector representing

the interaction between cells I and J

(gc)
I,k =

∑
cells J in interaction

list of cell I

C(i(I,J)),k(wc)
J,k
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3c. Post-processing: compute the coefficients of the local expansion for all observation

cells I on level k, 0 ≤ k ≤ κ

gI,k = (Ωx)−
1
2 Uk

r(gc)
I,k

Most of the computational cost in the fast convolution algorithm is concentrated in

step 3b which involves reduced-rank matrix-vector products. Without the SVD

compression, the cost of the M2L operation corresponds to full-rank matrix-vector

products.

The cost and memory requirements of the pre-computation step can be reduced

for the case of homogeneous kernels. Recall that a function K(x,y) is homogeneous

of degree m if K(αx, αy) = αmK(x,y) for any nonzero real α. In this case the M2L

operators can be determined for interactions between observation and source cubes

with unit volume and two SVDs are performed. Letting D(i) represent the compressed

M2L operators constructed from these two SVDS then, for a cubic computational cell

with sides of length L, the operators on each level of the FMM tree are scaled versions

of D(i):

C(i),k =

(
L

2k

)m
D(i).

Hence only one set of operators, {D(i)}, needs to computed and stored because C(i),k

can be easily computed from D(i). In addition only the singular vectors from the

two SVDs are needed for the fast convolution algorithm because singular vectors are

invariant under multiplicative scaling of the matrix. In that case the cost of the

pre-computation is O(1) for any problem size.

This is summarized in Table I. In the general case, the SVD provides only limited

savings because a new SVD has to be computed for every cluster. If the method is

applied many times for a given tree, this is still computationally advantageous.
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Kernel type Cost

General case O(N)
Translational invariant O(κ)
Homogeneous O(1)
Symmetric Cost is reduced by 2

Table I: Computational cost of pre-computation. The pre-computation includes all
steps which depend only on the boxes in the tree and are independent of the particles’
location and σj. The kernel is K(x, y). Notations: N : number of particles, κ: number
of levels.

6.5 Numerical Results

In this section we will present numerical results for the bbFMM. The accuracy of the

method will be examined as well as the computational cost. Results for four kernels

will be detailed: (1) the Laplacian kernel 1/r, (2) the kernel 1/r4, (3) the Stokes

kernel I3×3/r + (~r ⊗ ~r) /r3 where ~r is the 3-dimensional position vector, and (4) the

3-D multiquadric radial basis function
√

(r/a)2 + 1 where a is a scaling constant.

6.5.1 Compression using SVD

We start by examining the amount of compression that can be achieved in the M2L

operation by using the SVDs of the kernel matrices Kfat and Kthin. In Fig. 6.1 the

singular values of the Laplacian kernel matrices are plotted for various number of

Chebyshev nodes n. Since the Laplacian kernel is symmetric the singular values of

Kfat and Kthin are identical. For each n the singular values are scaled such that the

largest singular value is normalized to 1. The index of the singular values (1, . . . , n3)

is represented on the horizontal axis. The left subfigure shows the singular values

obtained by setting up the kernel matrices and performing the SVD in double precision

while the right subfigure corresponds to single precision. Taking the curve for n = 10

as the best approximation to the continuous SVD, observe that the double-precision

singular values are accurate up to approximately the index n3/2 [26]. This suggests

that the kernel matrices can be compressed by a factor of 2 without adversely affecting

the accuracy of the method. In the single-precision plot, we see that the amount of
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compression is less as the curves deviate at an index greater than n3/2. The leveling

of the curves around 10−8 reflects the roundoff error incurred by using single precision.

Figs. 6.2 and 6.3 are similar plots for the 1/r4 and Stokes kernels, respectively.

For the Stokes kernel the indices of the singular values are 1, . . . , 3n3.

While the rate of decay of the singular values for homogeneous kernels is scale-

invariant, this is not the case for inhomogeneous kernels such as the 3-D multiquadric

radial basis functions
√

(r/a)2 + 1. In Fig. 6.4 the double-precision singular values

for two radial basis functions, a = 1 and a = 8, are shown. Observe that when a� 1

or a = O(1) (e.g., Fig. 6.4(a)) the profile is similar to that obtained for the Laplacian

kernel and hence the kernel matrices can be compressed by keeping only half of the

singular values. However when a� 1 (e.g., Fig. 6.4(b)) the decay is much more rapid

since the radial basis function is well-approximated by the constant 1. The implication

of this behavior for the multilevel FMM scheme is that fewer singular values can be

retained for deeper levels in the tree, thereby reducing the computational cost. This

illustrates that in order to achieve the best compression for a particular kernel, the

decay behavior of the singular values needs to be studied on a case-by-case basis.

In all subsequent benchmarks, the Laplacian kernel matrices were compressed by

retaining only the largest n3/2 singular values.

6.5.2 Interpolation Error

To investigate the Chebyshev interpolation error we looked at a system of 10,000

uniformly distributed charges in a cubic computational domain with edge length

1. Each charge was assigned a strength of +1 or −1 such that the computational

cell has zero net charge. The observation points were chosen to be identical to the

charge locations and the charges interacted according to the Laplacian kernel 1/r.

To compute the error only, a subset of 100 observation points was used. The relative

error in the observation values was measured with respect to the 2-norm and the inf-

norm for various n by using the values obtained by direct calculation as the reference

solution. Letting fFMM(xi) and fdir(xi) be the observation values computed with
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Figure 6.1: Singular values for the Laplacian kernel. The relative singular value
magnitude (vertical axis) is plotted as a function of the singular value index (shown
on the horizontal axis). The subsequent plots (Figs. 6.2-6.4) show the decay of the
singular values for three other kernels. The legend is the same for all plots.
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Figure 6.2: Singular values for the 1/r4 kernel
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Figure 6.3: Singular values for the Stokes kernel. In this plot, n ranges from 3 to 7.
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Figure 6.4: Singular values for 3-D multiquadric radial basis function. In this plot, n
ranges from 3 to 8. Double precision was used.



CHAPTER 6. THE BLACK-BOX FAST MULTIPOLE METHOD 114

3 4 5 6 7 8

10−6

10−4

10−2

Chebyshev Nodes (n)

R
el

at
iv

e
2-

N
or

m
E

rr
or

Double
Single

(a) Relative 2-Norm

3 4 5 6 7 8

10−6

10−4

10−2

Chebyshev Nodes (n)

R
el

at
iv

e
In

f-
N

or
m

E
rr

or Double
Single

(b) Relative Inf-Norm

Figure 6.5: Interpolation error for the Laplacian kernel. The relative 2-norm and
inf-norm errors are defined by Eqs. (6.7) and (6.8) respectively.

bbFMM and direct calculation, respectively, the errors are given by

ε2 =

[∑100
i=1

(
fFMM(xi)− fdir(xi)

)2∑100
i=1 (fdir(xi))

2

]1/2

(6.7)

and

ε∞ =
max1≤i≤100

∣∣fFMM(xi)− fdir(xi)
∣∣

max1≤i≤100 |fdir(xi)| . (6.8)

Fig. 6.5 shows that for the Laplacian kernel the error in both norms exhibits spectral

convergence when double precision is used. However for single precision the error

levels off for large n as roundoff error degrades the solution.

6.5.3 Computational Cost

To examine the computational complexity of bbFMM, a system of N uniformly dis-

tributed charges in a cubic computational domain with edge length 1 was used. Each

charge was assigned a strength of +1 or −1 such that the computational cell has

zero net charge. The observation points were chosen to be identical to the charge
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Figure 6.6: Computational cost for the Laplacian kernel. The number of Chebyshev
nodes n was varied for the 2 plots.

locations and the charges interacted according to the Laplacian kernel 1/r. As the

number of charges N was varied from 104 to 106 the FMM computation time (cost

of the M2M, M2L, and L2L operations and cost of direct interactions) was measured

for both double and single precision calculations and plotted in Fig. 6.6. The number

of Chebyshev nodes was chosen to be either n = 4 or n = 5. The number of levels in

the FMM tree was selected to maintain roughly a constant number of charges per cell

on the finest level, i.e., κ = O(lnN). In both instances the correct O(N) complexity

is observed. The kinks in the curves result from increases in the number of levels in

the tree.

6.5.4 Comparison with Analytic Multipole Expansion

To study the efficiency of the SVD compression, a comparison was done with the

analytic multipole expansion of the Laplacian kernel using Legendre polynomials for

a system consisting of two well-separated cubes. The source cube was centered at the

origin while the observation cube was centered at (1/2, 0, 0). Both cubes have edge

length 1/4. Letting ~ri denote the position vector of the i-th observation point and

~rj the position of the j-th source, the p-th order analytic multipole expansion of the
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observational value is given by

f(~ri) =
1

ri

20∑
j=1

qj

p−1∑
l=0

(
rj
ri

)l
Pl(cos θij) (6.9)

where Pl is the Legendre polynomial of degree l and

cos θij =
~ri
T~rj
ri rj

Since Pl can be replaced by 2l+1 spherical harmonics, this expansion can be rewritten

exactly in terms of a finite number of spherical harmonics, which are used in the far

field expansion. The number of spherical harmonics coefficients for a p-th order

multipole expansion is

p−1∑
l=0

(2l + 1) = p+ 2

p−1∑
l=0

l = p+ (p− 1)p = p2.

This comparison was carried out for two systems. The first system is constructed by

placing 63 − 43 = 152 charges on the faces of the cubes, such that, on each face, we

have 62 = 36 charges distributed on a regular grid. Charge strengths were alternated

between +1 and −1 in a checkerboard fashion. In the second system the 152 charges

were uniformly distributed within each cube. For various values of p, the 2-norm

error in the observational values was computed using the values obtained by direct

calculation as the reference solution. The error was also determined when retaining

p2 singular values in the bbFMM. We used n = 10 Chebyshev nodes in each direction,

for all the tests. Fig. 6.7 shows the errors for the two systems. The values of p2, which

were varied from 12 = 1 to 162 = 256, are plotted on the horizontal axis. From the

plots, the SVD compression is at least as good as the analytic multipole expansion

with respect to the 2-norm error. For the case on the left (charges confined to the

surface) the difference between the two methods is more substantial for large p. This

is because the multipole expansion is similar to a Taylor series and therefore does not

do a good job of approximating charges near the boundaries of the computational
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Figure 6.7: Error comparison between the SVD compression and the analytic multi-
pole expansion. Left: charges distributed on the surface of the cubes. Right: random
uniform charge distribution.

domain. The SVD compression with the Chebyshev-based expansion, however, is

able to resolve those charges more accurately.

6.6 Summary

We have presented a new black-box or kernel-independent fast multipole method.

The method requires as input only a user defined routine to numerically evaluate

K(x, y) at a given point (x, y). This is very convenient for complex kernels, for which

analytical expansions might be difficult to obtain. This method relies on Chebyshev

polynomials for the interpolation part and on singular value decompositions to further

reduce the computational cost. Because of the SVD, we can prove that the scheme

uses the minimal number of coefficients given a tolerance ε. The pre-computing time

of the method was analyzed and was found to be small for most practical cases.

The numerical scheme was tested on various problems. The accuracy was confirmed

and spectral convergence was observed. The linear complexity was also confirmed by

numerical experiments.

A limitation of the current approach is that the M2L operator is dense. This,

probably, cannot be avoided if one uses an SVD. However, if one agrees to choose a

different expansion, involving more terms, it is sometimes possible to design methods
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with diagonal M2L operators. Even though more coefficients are used, one may end

up with a faster algorithm overall. This is the case for example with the plane wave

version of the FMM for 1/r [37]. In that case, a specialized algorithm can be faster

than the proposed scheme. It remains to be seen if a black box method can be derived

using diagonal operators.

Another issue is the extension to periodic boundary conditions, in particular to

the case of conditionally convergent series like K(x, y) = 1/r, which converge only for

a cell with zero net charge. This topic will be explored further in the next chapter.



Chapter 7

A Fast Multipole Method for

Periodic Systems

So far we have focused on computing pairwise interactions for strictly non-periodic

systems. However there are applications where it is desirable to impose periodic

boundary conditions. For instance the simulation of a small periodic system is a

practical approach for studying bulk material properties. In this chapter we will ex-

tend the black-box fast multipole method (bbFMM) discussed in the previous chapter

to periodic systems. To begin we describe how bbFMM can be used to compute abso-

lutely convergent periodic sums. Next we discuss why conditionally convergent sums

will not converge when bbFMM is applied directly. Finally we conclude by describing

how bbFMM can be modified to produce a convergent result that is periodic.

7.1 Extending bbFMM for Absolutely Convergent

Periodic Sums

Consider the 3-D periodic sum

f(xi) =
∑
n

N∑
j=1

K(xi,yj + nL)σj, i = 1, . . . , N (7.1)

119
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where n = (n1, n2, n3) is a vector of integers indexing the periodic images of a cubic

computational cell with edge length L. If the kernel K(x,y) scales like 1/rp where

p ≥ 3+δ for some positive constant δ, then this periodic sum is absolutely convergent

[add citation]. In this instance the sum converges to the same value regardless of the

order of summation or the limit of truncation. Hence one approach for calculating the

sum is to simply extend the FMM tree discussed in Sec. 5.2 to include the periodic

images.

Using the algorithm outlined in Sec. 6.3 the interactions due to all sources located

in the original computational domain and its 26 neighboring cells can be computed.

This is accomplished by treating these 27 cells as near neighbors of the original cell

at level 0 of the FMM tree. To calculate the contributions from the periodic images

with |ni| > 1 for some i, levels with negative indices are added to the FMM tree.

On level k where k ≤ 0, the edge length of the computational cubes are 3−kL. Note

this choice is equivalent to subdividing a parent cell into 27 children, which differs

from the octree structure for levels indexed by positive k (see Sec. 5.2). Geometri-

cally the periodic sum is computed using a series of spherical shells whose radii are

exponentially increasing.

Computation on the levels of the FMM tree corresponding to the periodic images

involves M2M and M2L operations analogous to those given in Sec. 6.3. Since the

weights at the Chebyshev nodes are identical for all periodic images, the M2M and

M2L operations can be simply expressed as matrix-vector products where the matrices

have dimension n3 × n3. In addition these matrix operators can be pre-computed

because the location of the Chebyshev nodes are fixed. It should be noted that no

L2L operation is needed because we are only interested in the local expansion in the

original computational cell so all expansions computed by the M2L operation will be

with respect to this cell. Therefore the contribution to the local expansion on level 0

of the FMM tree from the non-neighboring periodic images can written compactly as

g(x̄I,0) =
0∑

k=−∞
K(k) (Sp)|k| WI,0 (7.2)
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where K(k) is the M2L operator on level k, Sp is the M2M operator, x̄I,0 is the vector of

Chebyshev node locations in the computational domain, and WI,0 are corresponding

weights at the nodes. Since the M2M operator is identical for all levels, the weights

at level k can be obtained by simply applying Sp k times.

7.2 Handling Conditionally Convergent Periodic

Sums

For three-dimensional kernels K(x,y) that scale like 1/rp where p ≤ 3, the sum (7.1)

is conditionally convergent when the cell has zero net charge. As such the summation

over the periodic images must be handled carefully. To determine whether (7.2) can

be used for conditionally convergent sums, we will look at the matrices K(k) and Sp

more closely. Assuming that the kernel scales like 1/rp then the entries in K(k) are

roughly proportional to 1/(3|k|L)p where 3|k|L is the characteristic length on level

k. For the M2M matrix Sp the largest eigenvalue is 27, which corresponds to the

conservation of net charge from the 27 child cells to the parent cell. Therefore we

have

g(x̄I,0) =
0∑

k=−∞
K(k) S|k|p WI,0 ∝

0∑
k=−∞

(
1

3|k|L

)p
(33)|k| ∝

0∑
k=−∞

(
33−p)|k|

thus Eq. (7.2) is proportional to an infinite geometric series. From this analysis we

see that the series converges only if p ≥ 3 + δ for some positive constant δ. Hence

(7.2) cannot be used directly when p ≤ 3.

One approach for treating conditionally convergent periodic sums is detailed in

the reference [add citation]. Here the conditional convergence of elastic fields of

dislocations is handled by observing that the periodic sum can be made absolutely

convergent by taking spatial derivatives of the sum. For example only one derivative

is needed for kernels proportional to 1/r3 while two derivatives are needed for kernels

that scale like 1/r2. The original periodic sum is recovered by integration in space,

which introduces a constant field for p = 3 while for p = 2 linear and constant fields
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need to be added. To determine these unknown integration constants the sum (7.1) is

enforced to be periodic. For example to find the coefficients of the linear field, we can

enforce the condition that f(x) should be equal at the corners of the computational

cube since under periodic boundary conditions they all represent the same point. The

constant field can be computed by using additional information e.g. using that the

kernel is the gradient of a potential function.

Extending these ideas to bbFMM, we would like to modify the kernel K(x,y) such

that we have an absolutely convergent sum. Take as an example the electrostatic force

kernel

K(x,y) =
x− y

|x− y|3 , (7.3)

a kernel that decays like 1/r2. Noting that the sum (7.1) is conditionally convergent

for a cell with zero net charge, an absolutely convergent kernel can be obtained by

introducing an additional term into the periodic sum:

f(xi) =
∑
n

N∑
j=1

[K(xi,yj + nL)−K(xi,nL)]σj. (7.4)

Observe that the contribution from the K(xi,nL) term is zero since the net charge in

the cell is identically zero. The motivation behind this formulation is that in the far

field, the interactions are point-dipole instead of point-point. By writing the periodic

sum in the form of (7.4) this observation is enforced explicitly since

K(x,y + yj)−K(x,y) ∼ ∇K(x,y)yj.

If the kernel K is taken to be the difference inside the brackets of (7.4) then we now

have a O(1/r3) kernel. However the the symmetry involved in the spherical shell

summation of these point-dipole interactions results in an absolutely convergent sum.
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7.3 Numerical Example

To illustrate how bbFMM can be used to compute conditionally convergent sums we

will look at the electrostatic force kernel (7.3) for a system with two opposite charges

in a unit cube centered at the origin under periodic boundary conditions. The elec-

trostatic force for each charge is then calculated with bbFMM and compared to the

reference value obtained by Ewald summation. Using Eq. (7.4) we evaluate the peri-

odic sum along the line given by the parametric equations (x, y, z) = (−0.5+ t, 0, 0.5)

which lies on a face of the computational cube domain. In Fig. 7.1 the x-component

of the electrostatic force is plotted along this line and the boundary behavior is ex-

amined. Since the system is periodic we expect the force to be continuous across the

edge of the cube at x = −0.5. The non-periodicity is due to the missing linear field

correction. The unknown coefficients of the linear field ax+by+cz can be determined

by enforcing that the force is equal at the eight corners of the computational cube.

After correcting for the non-periodic linear field, the force is now periodic along the

specified line.
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Figure 7.1: The periodic sum with the electrostatic force kernel is evaluated along
the line (x, y, z) = (−0.5 + t, 0, 0.5) and the x-component of the force is plotted along
this line. Since the system is periodic, the force is expected to be continuous across
the edge located at x = 0.5. Without the linear field correction (dashed line) there
is a jump in the force. After adding the non-periodic linear field, found by enforcing
that the force is equal at the eight corners of the cube, the force is now continuous
(solid line).
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Charge bbFMM Ewald

1 -37.23955 -37.23962

2 37.23960 37.23962

Table I: Computation of the electrostatic force for a periodic system containing two
opposite charges in a unit cube. The force in the x-direction for each charge was
calculated using bbFMM and Ewald summation.

To calculate the constant field we use that the integral of the x-component of

the electrostatic force along the x-direction is exactly the electrostatic potential. If

the integration is taken along the line (x, y, z) = (−0.5 + t, 0, 0.5) with 0 ≤ t ≤ 1

then the integral should be identically zero since the potential is periodic across the

computational cube. A constant field can be added to enforce this result. After com-

puting the x-component of the electrostatic force at each of the two opposite charges

using the methodology outlined above (with 2 Chebyshev nodes in each direction,

the values were compared to those obtained by Ewald summation. The numbers are

summarized in Table I. The relative error in the bbFMM calculation is on the order

of 10−6.

7.4 Summary

In this chapter we described how the black-box fast multipole method presented in

the preceding chapter can be extended to periodic systems. For absolutely convergent

periodic sums this can be achieved by expanding the FMM tree to encompass the

periodic images of the computational cells. Instead of organizing the images in an

octree structure, they are gathered 27 cells at a time to allow for spatial symmetry. If

the periodic sum is conditionally convergent, this extension of bbFMM is insufficient

because the M2M operation leads to a divergent method. However we can remedy this

difficulty by modifying the kernel so that the sum is absolutely convergent. In order

to recover the original periodic sum, correction fields of different orders (e.g. constant,

linear) need to be added. Finally we illustrated this procedure for a simple two-charge

system and the results were compared to those obtained by Ewald summation.



Chapter 8

Torsion and Bending of Silicon

Nanowires

We present a unified approach for atomistic modeling of torsion and bending of

nanowires that is free from artificial end effects. Torsional and bending periodic

boundary conditions (t-PBC and b-PBC) are formulated by generalizing the conven-

tional periodic boundary conditions (PBC) to cylindrical coordinates. The approach

is simpler than the more general Objective Molecular Dynamics formulation because

we focus on the special cases of torsion and bending. A simple implementation of

these boundary conditions is presented and correctly conserves linear and angular

momenta. We also derive the Virial expressions for the average torque and bending

moment under these boundary conditions that are analogous to the Virial expression

for the average stress in PBC. The method is demonstrated by Molecular Dynamics

simulation of Si nanowires under torsion and bending, which exhibit several modes

of failure depending on their diameters.

8.1 Introduction

Recently there has been considerable interest in the directed growth of semiconductor

nanowires (NWs), which can be used to construct nano-scale field effect transistors
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(FETs) [17, 91, 45], chemical and biological sensors [16], nano-actuators [12] and nano-

fluidic components [31]. Epitaxially grown NWs have the potential to function as

conducting elements between different layers of three-dimensional integrated circuits.

Because significant stress may build up during fabrication and service (e.g. due to

thermal or lattice mismatch), characterization and prediction of mechanical strength

and stability of NWs is important for the reliability of these novel devices.

NWs also offer unique opportunities for studying the fundamental deformation

mechanisms of materials at the nanoscale. The growing ability to fabricate and me-

chanically test microscale and nanoscale specimens and the increasing computational

power allows for direct comparison between experiments and theory at the same

length scale.

The size of these devices presents a challenge to test their mechanical properties.

In macroscale samples, the materials are routinely tested in tension, shear, torsion

and bending using standard grips and supports. Smaller samples, however, require

more inventive testing techniques. For nanoscale testing, tensile and bending tests

have been performed using nanoindentors, AFM [55, 24], and MEMS devices [95, 49].

Similar experiments have been performed at the microscale [52, 86]. With the rapid

progress of nanofabrication and nanomanipulation capabilities, additional tension,

torsion, and bending experimental data on crystalline and amorphous nanowires will

soon be available.

Molecular dynamics is poised to be the main theoretical tool to help understand

and predict small scale mechanical properties. However, since MD is limited in the

number of atoms it can simulate; it cannot simulate whole nanowires. Either the

nanowire simulated must be extremely short or periodic boundary conditions (PBC)

must be used. End conditions artificially alter the material locally such that defect

nucleation and failure often occurs there. This results in simulations that test the

strength of the boundary rather than the intrinsic strength of the material. Tradi-

tional PBC remove this artifact by enforcing translational invariance and eliminating

all artificial boundaries.

The use of conventional PBC allows for the simulation of tensile, pure shear, and

simple shear in MD [75]. In fact, the mechanical properties of silicon nanowires in
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tension were recently calculated using this approach [54]. The nanowires were strained

by extending the periodicity along the nanowire length and the stress was calculated

through the Virial formula. However, regardless of the types of strain imposed on the

periodic simulation cell, the images form a perfect lattice which precludes nonzero

average torsion or bending. Therefore, to simulate torsion or bending tests, either

small finite nanowires must be simulated or the current PBC framework must be

altered.

Many Molecular Dynamics simulations on torsion and bending of nanoscale struc-

tures have been reported [44, 94, 74, 48, 71]. The artificial end effects are sometimes

reduced by putting the ends far away from the region undergoing severe deforma-

tion, requiring a long nanowire [62]. There have also been attempts to rectify this

problem [72]. Recently, the objective molecular dynamics (OMD) formulation [25]

has been proposed that generalizes periodic boundary conditions to accommodate

symmetries other than translational. Under this framework, torsion and bending

simulations can be performed without end effects. But the general formulation of

OMD is somewhat difficult to apply to existing MD simulation programs.

In this chapter, we present a simpler formulation that accommodates torsion and

bending in a generalized periodic boundary condition framework. From this simple

formulation we found that torsion and bending can be related to shear and normal

strains when expressed in cylindrical coordinates. This leads to t-PBC and b-PBC,

respectively, as formulated in Section 2. While only linear momenta are preserved in

PBC, both t-PBC and b-PBC preserve the angular momentum around their rotation

axes. These new boundary conditions can be easily implemented on top of existing

simulation programs that use conventional PBC. In Section 3, we derive the Virial

expressions for the torque and bending moment that are analogous to the Virial ex-

pressions for the average stress in simulation cells under PBC. The Virial expressions

of torque and bending moment, expressed as a sum over discrete atoms, are found

to correspond to a set of tensorial quantities in continuum mechanics, expressed as a

volume integral. Section 4 presents the application of these new boundary conditions

to modeling of the intrinsic strength of Si nanowires under torsion and bending.
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8.2 Generalization of Periodic Boundary Condi-

tions

8.2.1 Review of Conventional PBC

PBC can be visualized as a primary cell surrounded by a set of replicas, or image cells.

The replicas are arranged into a regular lattice specified by three repeat vectors: c1,

c2, c3. This means that whenever there is an atom at location ri there are also atoms

at ri +n1c1 +n2c2 +n3c3, where n1, n2, n3 are arbitrary integers [1, 11]. Because the

atoms in the image cells behave identically as those in the primary cell, it is immaterial

to specify which space belongs to the primary cell and which space belongs to the

image cell. Even though it is customary to refer to the parallelepiped formed by the

three period vectors as the simulation cell and the surface of this parallelepiped as

the boundary, there is no physical interface at this boundary. In other words, the

“boundary” between the primary and image cells in PBC can be drawn anywhere and

is only a matter of convention. Consequently, translational invariance is preserved

and linear momenta is conserved in all three directions. It is customary to set the

velocity of the center of mass to zero in the initial condition which should remain

zero during the simulation. This provides an important check of the self-consistency

of the simulation program.

The scaled coordinates si are usually introduced to simplify the notation and the

implementation of PBC, where

ri = H · si (8.1)

and H = [c1|c2|c3] is a 3×3 matrix whose three columns are formed by the coordinates

of the three repeat vectors. For example, H becomes a diagonal matrix when the three

repeat vectors are parallel to the x-, y-, z-axes, respectively,

H =


Lx 0 0

0 Ly 0

0 0 Lz

 (8.2)
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where Lx = |c1|, Ly = |c2|, Lz = |c3|. The periodic boundary conditions can also

be stated in terms of the scaled coordinates as follows: whenever there is an atom at

location si = (six, s
i
y, s

i
z)

T, there are also atoms at location (six +n1, s
i
y +n2, s

i
z +n3)T,

where n1, n2, n3 are arbitrary integers. The scaled coordinates of each atom, six, s
i
y,

siz are sometimes limited to [−0.5, 0.5), although this is not necessary.

To apply a normal strain in the x direction, we only need to modify the magnitude

of Lx. To introduce a shear strain εyz, we can simply add an off-diagonal term to the

H matrix,

H =


Lx 0 0

0 Ly 2 εyz Ly

0 0 Lz

 (8.3)

Regardless of the normal or shear strain, the scaled coordinates, six, s
i
y, s

i
z, still

independently satisfy PBC in the domain [−0.5, 0.5), which is the main advantage

for introducing the scaled coordinates. By modifying H in these ways, we can stretch

and shear a crystal in MD.

8.2.2 Torsional PBC

While the exact formulation of PBC as stated above cannot accommodate a non-

zero average torsion over the entire simulation cell, the general idea can still be used.

Consider a nanowire of length Lz aligned along the z-axis, as shown in Fig. 8.1(a). To

apply PBC along the z-axis, we can make two copies of the atoms in the nanowire,

shift them along z by ±Lz, and let them interact with the atoms in the primary wire.

Two copies of the original nanowire would be sufficient if the cut-off radius rc of the

interatomic potential function is smaller than Lz (usually rc � Lz). After PBC is

applied, the model may be considered as an infinitely long, periodic wire along the

z-axis. Any arbitrary section of length Lz can now be considered as the primary wire

due to the periodicity. Since the atomic arrangement must repeat itself after every

Lz distance along the wire, the average torsion we can apply to the nanowire is zero.

A local torsion in some section of the wire has to be cancelled by an opposite torsion

at another section that is less than Lz away.
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Figure 8.1: (a) A nanowire subjected to PBC along z axis. (b) A nanowire subjected
to t-PBC along z axis.
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One way to introduce an average torque to this infinitely long wire is to rotate

the two images by angle +φ and −φ, respectively, before we attach them to the two

ends of the primary wire as shown in Fig. 8.1(b). The image wire that is displaced

by Lz is rotated by φ, while the one that is displaced by −Lz is rotated by −φ. In

this case, as we travel along the wire by Lz, we will find that the atomic arrangement

in the cross section will be rotated around z axis by angle φ but otherwise identical.

Again, because this property is satisfied by any cross section of the nanowire, it

is arbitrary which we call the primary wire and which we call images similar to

conventional periodic boundary conditions. The torsion imposed on the nanowire

can be characterized by the angle of rotation per unit length, φ/Lz. In the limit of

small deformation, the shear strain field produced by the torsion is,

εθz =
r φ

2Lz
(8.4)

where r is the distance away from the z-axis.

The above procedure specifies torsional periodic boundary conditions (t-PBC)

that can be easily expressed in terms of scaled cylindrical coordinates. Consider

an atom i with cartesian coordinates ri = (xi, yi, zi)
T and cylindrical coordinates

(ri, θi, zi)
T, which are related to each other by,

xi = ri cos θi (8.5)

yi = ri sin θi (8.6)

When the wire is subjected to PBC along z (with free boundary conditions in x and y),

we introduce the scaled cylindrical coordinates (sir, s
i
θ, s

i
z)

T through the relationship
ri

θi

zi

 =


R 0 0

0 2π 0

0 0 Lz




sir

siθ

siz

 ≡M ·


sir

siθ

siz

 (8.7)

Both siθ and siz independently satisfy periodic boundary conditions in the domain

[−0.5, 0.5). No boundary condition is applied to coordinate sir. R is a characteristic
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length scale in the radial direction in order to make sir dimensionless. Although this

is not necessary, one can choose R to be the radius of the nanowire, in which case sir

would vary from 0 to 1.

Torsion can be easily imposed by introducing an off-diagonal term to the matrix

M, which becomes

M =


R 0 0

0 2π φ

0 0 Lz

 (8.8)

The scaled coordinates, siθ and siz, still independently satisfy periodic boundary con-

ditions in the domain [−0.5, 0.5). This is analogous to the application of shear strain

to a simulation cell subjected to conventional PBC, as described in Eq. (8.3). t-PBC

can be easily implemented in an existing simulation program by literally following

Fig. 8.1(b), i.e. by making two copies of the wire, rotating them by ±φ, and placing

the two copies at the two ends of the primary wire. In practice, it is not necessary

to copy the entire wire, because the cut-off radius rc of the interatomic potential

function is usually much smaller than Lz. Only two sections at the ends of the pri-

mary wire with lengths longer than rc need to be copied.1 It is important to perform

this operation of “copy-and-paste” at every MD time step, or whenever the potential

energy and atomic forces need to be evaluated. This will completely remove the end

effects and will ensure that identical MD trajectories will be generated had we chosen

a different section (also of length Lz) of the wire as our primary wire.

An important property of the t-PBC is that the trajectory of every atom satisfy the

classical (Newton’s) equation of motion. In other words, among the infinite number

of atoms that are periodic images of each other, it makes no physical difference as

to which one should be called “primary” and which ones should be called “images”.

Since the primary atoms follow the Newton’s equation of motion (fi = m ai), to prove

the above claim it suffices to show that the image atoms, which are slaves of the

primary atoms (through the “copy-and-paste” operation) also follow the Newton’s

1This simple approach is not able to accommodate long-range Coulomb interactions, for which
the Ewald summation is usually used in conventional PBC. Extension of the Ewald method to t-PBC
is beyond the scope of this paper.
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equation of motion (fi′ = m ai′).

To show this, consider an atom i and its periodic image i′, such that si
′
r = sir,

si
′

θ = siθ, s
i′
z = siz + 1. The position of the two atoms are related by t-PBC: ri′ =

Rotz(ri, φ) + êz Lz, where Rotz(·, φ) represent rotation of a vector around z-axis by

angle φ and êz is the unit vector along z-axis. Hence the acceleration of the two atoms

are related to each other through: ai′ = Rotz(ai, φ). Now consider an arbitrary atom

j that falls within the cut-off radius of atom i. Let rij ≡ rj − ri be the distance

vector from atom i to j. Consider the image atom j′ such that sj
′
r = sjr, s

j′

θ = sjθ,

sj
′
z = sjz + 1. Hence rj′ = Rotz(rj, φ) + êz Lz, and ri′j′ ≡ rj′ − ri′ = Rotz(rij, φ). Since

this is true for an arbitrary neighbor atom j around atom i, the forces on atoms i

and i′ must satisfy the relation: fi′ = Rotz(fi, φ). Therefore, the trajectory of atom i′

also satisfies the Newton’s equation of motion fi′ = m ai′ .

MD simulations under t-PBC should conserve the total linear momentum Pz and

angular momentum Jz because t-PBC preserves both translational invariance along

and rotational invariance around the z axis. However, the linear momenta Px and Py

are no longer conserved in t-PBC due to the specific choice of the origin in the x-y

plane (which defines the cylindrical coordinates r and θ). In comparison, the angular

momentum Jz is usually not conserved in PBC. Consequently, at the beginning of MD

simulations under t-PBC, we need to set both Pz and Jz to zero. Pz and Jz will remain

zero, which provides an important self-consistency check of the implementation of

boundary conditions and numerical integrators.

8.2.3 Bending PBC

The same idea can be used to impose bending deformation on wires. Again, we

will describe the atomic positions through scaled cylindrical coordinates, (sir, s
i
θ, s

i
z)

T,

which is related to the real cylindrical coordinates, (ri, θi, zi)T, through the following

transformation,
ri

θi

zi

 =


R 0 0

0 Θ 0

0 0 Lz




sir

siθ

siz

+


L0/Θ

0

0

 ≡ N ·


sir

siθ

siz

+


L0/Θ

0

0

 (8.9)
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Figure 8.2: A nanowire subjected to b-PBC around z axis. At equilibrium the net
line tension force F must vanish but a non-zero bending moment M will remain.

While the coordinate system here is still the same as that in the case of torsion, the

wire is oriented along the θ direction, as shown in Fig. 8.2. Among the three scaled

coordinates, only siθ is subjected to a periodic boundary condition, in the domain of

[−0.5, 0.5). This means that θi is periodic in the domain [−Θ/2,Θ/2). No boundary

conditions are applied to sir and siz. R and Lz are characteristic length scales in the

r and z directions, respectively. L0 is the original (stress free) length of the wire and

ρ = L0/Θ is the radius of curvature of the wire. The equation r = ρ specifies the

neutral surface of the wire. Thus, ri = ρ+Rsir, where Rsir describes the displacement

of atom i away from the neutral axis in the r direction.

In the previous section, an off-diagonal element has to be introduced to the trans-

formation matrix M in order to introduce torsion. In comparison, the form of Eq. (8.9)

does not need to be changed to accommodate bending. Different amount of bend-

ing can be imposed by adjusting the value Θ, while the matrix N remains diagonal.

The larger Θ is the more severe the bending deformation. The state of zero bending

corresponds to the limit of Θ→ 0.

Intuitively, it may seem that increasing the value of Θ would elongate the wire and

hence induce a net tension force F in addition to a bending moment M . However,

this is not the case because the direction of force F at the two ends of the wire

are not parallel to each other, as shown in Fig. 8.2. When no lateral force (i.e. in
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the r direction) is applied to the wire, F must vanish for the entire wire to reach

equilibrium. Otherwise, there will be a non-zero net force in the −x direction, which

will cause the wire to move until F become zero. At equilibrium, only a bending

moment (but no tension force) can be imposed by b-PBC.

b-PBC can be implemented in a similar way as t-PBC. We make two copies of the

primary wire and rotate them around the z axis by ±Θ. The atoms in these copies

will interact and provide boundary conditions for atoms in the primary wire.2 Again,

this “copy-and-paste” operation is required at every step of MD simulation. This

will ensure all atoms (primary and images) satisfy Newton’s equation of motion. The

proof is similar to that given in the previous section for t-PBC and is omitted here for

brevity. Interestingly, both the linear momentum Pz and the angular momentum Jz

for the center of mass are conserved in b-PBC, exactly the same as t-PBC. Therefore,

both Pz and Jz must be set to zero in the initial condition of MD simulations.

8.3 Virial Expressions for Torque and Bending Mo-

ment

The experimental data on tensile tests are usually presented in the form of stress-

strain curves. The normal stress is calculated from, σ = F/A, where F is the force

applied to the ends and A is the cross section area of the wire. In experiments on

macroscopic samples, the end effects are reduced by making the ends of the speci-

men much thicker than the middle (gauge) section where significant deformation is

expected. In atomistic simulations, on the other hand, the end effects are removed

by a different approach, usually through the use of periodic boundary conditions.

Unfortunately, with the end effects completely removed by PBC, there is no place

to serve as grips where external forces can be applied. Therefore, the stress must be

2Similar to the case of t-PBC, this simple approach is not able to accommodate long-range
Coulomb interactions. While a wire under t-PBC can be visualized as an infinitely long wire, this
interpretation will encounter some difficulty in b-PBC, because continuing the curved wire along the
θ-direction will eventually make the wire overlap. The interpretation of b-PBC would then require
the wire to exist in a multi-sheeted Riemann space [84, page 80] so that the wire does not really
overlap with each other.
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computed differently in atomistic simulations under PBC than in experiments. The

Virial stress expression is widely used in atomistic calculations, which represents the

time and volume average of stress in the simulation cell.

The same problem appears in atomistic simulations under t-PBC and b-PBC.

There needs to be a procedure to compute the torque and bending moment in these

new boundary conditions. In this section, we develop Virial expressions for the torque

and bending moment in t-PBC and b-PBC. Similar to the Virial stress, the new ex-

pressions involve discrete sums over all atoms in the simulation cell. The correspond-

ing expressions in continuum mechanics, expressed in terms of volume integrals, are

also identified. Since the derivation of these new expressions are motivated by that

of the original Virial expression, we will start with a quick review of the Virial stress.

8.3.1 Virial Stress in PBC

For an atomistic simulation cell subjected to PBC in all three directions, the Virial

formula gives the stress averaged over the entire simulation cell at thermal equilibrium

as

σαβ =
1

Ω

〈
N∑
i=1

−mi v
i
α v

i
β +

N−1∑
i=1

N∑
j=i+1

∂V

∂(xiα − xjα)
(xiβ − xjβ)

〉
(8.10)

In this formula Ω = det(H) is the volume of the simulation cell, N is the total number

of atoms, viα and xiα are the α-components of the velocity and position of atom i, and

V is the potential energy. The terms (xiα−xjα) and (xiβ−xjβ) in the second summation

are assumed to be taken from the nearest images of atom i and atom j. The bracket

〈·〉 means ensemble average, which equals to the long time average if the system has

reached equilibrium. Thus the Virial stress is the stress both averaged over the entire

space and over a long time.

The Virial stress is the derivative of the free energy F of the atomistic simulation

cell with respect to a virtual strain εαβ, which deforms the periodic vectors c1, c2 and

c3 and hence the matrix H,

σαβ =
1

Ω

∂F

∂εαβ
(8.11)



CHAPTER 8. TORSION AND BENDING OF SI NWS 137

Assuming the simulation cell is in equilibrium under the canonical ensemble, the free

energy is defined as,

F ≡ −kBT ln

{
1

h3NN !

∫
d3Nrid

3Npi exp

[
− 1

kBT

(
N∑
i=1

|pi|2
2mi

+ V ({ri})
)]}

(8.12)

where kB is the Boltzmann’s constant, T is temperature, h is Planck’s constant, ri

and pi are atomic position and momentum vectors, and V is the interatomic potential

function. The momenta can be integrated out explicitly to give,

F = −kBT ln

{
1

Λ3NN !

∫
d3Nri exp

[
−V ({ri})

kBT

]}
(8.13)

where Λ ≡ h/(2πmkBT )1/2 is the thermal de Broglie wavelength. In atomistic sim-

ulations under PBC, the potential energy can be written as a function of the scaled

coordinates {si} and matrix H. Hence, F can also be written in terms of an integral

over the scaled coordinates.

F = −kBT ln

{
ΩN

Λ3NN !

∫
d3Nsi exp

[
−V ({si},H)

kBT

]}
(8.14)

The Virial formula can be obtained by taking the derivative of Eq. (8.14) with respect

to εαβ. The first term in the Virial formula comes from the derivative of the volume Ω

with respect to εαβ, which contributes a −N kB T δαβ/Ω term to the total stress. This

is equivalent to the velocity term in the Virial formula because
〈
mi v

i
α v

i
β

〉
= kB T δαβ

in the canonical ensemble. The second term comes from the derivative of the potential

energy V ({si},H) with respect to εαβ. The Virial stress expression can also be derived

in several alternative approaches (see [89, 64, 14, 15, 96] for more discussions). The

corresponding quantity for Virial stress in continuum mechanics is the volume average

of the stress tensor,

σij =
1

Ω

∫
Ω

σij dV =
1

Ω

∮
S

tj xi dS (8.15)

where the integral
∮
S

is over the bounding surface of volume Ω, tj is the traction force

density on surface element dS, and xi is the position vector of the surface element.
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8.3.2 Virial Torque in t-PBC

The Virial torque expression for a simulation cell subjected to t-PBC can be derived

in a similar fashion. First, we re-write the potential energy V as a function of the

scaled cylindrical coordinates and the components of matrix M, as given in Eq. (8.8),

V ({ri}) = V ({sir, siθ, siz}, R, φ, Lz) (8.16)

The Virial torque is then defined as the derivative of the free energy F with respect

to φ,

τ ≡ ∂F

∂φ
(8.17)

F = −kBT ln

{
ΩN

Λ3NN !

∫
d3Nsi exp

[
−V ({sir, siθ, siz}, R, φ, Lz)

kBT

]}
(8.18)

Since ∂Ω/∂φ = 0, the torque reduces to

τ =

∫
d3Nsi exp

[
−V ({sir,siθ,siz},R,φ,Lz)

kBT

]
∂V
∂φ∫

d3Nsi exp
[
−V ({sir,siθ,siz},R,φ,Lz)

kBT

] ≡
〈
∂V

∂φ

〉
(8.19)

In other words, the torque τ is simply the ensemble average of the derivative of

the potential energy with respect to torsion angle φ. To facilitate calculation in an

atomistic simulation, we can express ∂V
∂φ

in terms of the real coordinates of the atoms,

∂V

∂φ
=

1

Lz

N−1∑
i=1

N∑
j=i+1

− ∂V

∂(xi − xj)(yi zi − yj zj) +
∂V

∂(yi − yj)(xi zi − xj zj) (8.20)

Hence we arrive at the Virial torque expression

τ =
1

Lz

〈
N−1∑
i=1

N∑
j=i+1

− ∂V

∂(xi − xj)(yi zi − yj zj) +
∂V

∂(yi − yj)(xi zi − xj zj)
〉

(8.21)

There is no velocity term in Eq. (8.21) because modifying φ does not change the

volume Ω of the wire. This expression is verified numerically in Appendix C in the
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zero temperature limit when the free energy equals to the potential energy. The

corresponding quantity in continuum elasticity theory can be written in terms of an

integral over the volume Ω of the simulation cell,

τ = Qzz ≡ 1

Lz

∫
Ω

−y σxz + x σyz dV (8.22)

The derivation is given in Appendix A. The stress in the above expression refers

to the Cauchy stress in the context of finite deformation. Because it uses current

coordinates, the expression remains valid in finite deformation. The correspondence

between Eqs. (8.21) and (8.22) bears a strong resemblance to the correspondence

between Eqs. (8.10) and (8.15). While the Virial stress formula corresponds to the

average (i.e. zeroth moment) of the stress field over volume Ω, τ corresponds to a

linear combination of the first moments of the stress field.

8.3.3 Virial Bending Moment in b-PBC

Following a similar procedure, we can obtain the Virial expression for the bending

moment for a simulation cell subjected to b-PBC. First, we rewrite the potential

energy of a system under b-PBC as,

V ({ri}) = V ({sir, siθ, siz}, R,Θ, Lz) (8.23)

The Virial bending moment is then the derivative of the free energy with respect to

Θ.

M ≡ ∂F

∂Θ
(8.24)

F = −kBT ln

{
ΩN

Λ3NN !

∫
d3Nsi exp

[
−V ({sir, siθ, siz}, R,Θ, Lz)

kBT

]}
(8.25)

Again, we find that M is simply the ensemble average of the derivative of potential

energy with respect to Θ,

M =

〈
∂V

∂Θ

〉
(8.26)
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The derivative ∂V
∂Θ

can be expressed in terms of the real coordinates of the atoms,

∂V

∂Θ
= 1

Θ

∑N−1
i=1

∑N
j=i+1 −

∂V

∂(xi − xj)(yi θi − yj θj + ρ cos θi − ρ cos θj)

+
∂V

∂(yi − yj)(xi θi − xj θj − ρ sin θi + ρ sin θj) (8.27)

Hence we arrive at the Virial bending moment expression,

M = 1
Θ

〈∑N−1
i=1

∑N
j=i+1 − ∂V

∂(xi − xj) (yi θi − yj θj + ρ cos θi − ρ cos θj)

+
∂V

∂(yi − yj) (xi θi − xj θj − ρ sin θi + ρ sin θj)

〉
(8.28)

There is no velocity term in Eq. (8.28) because modifying Θ does not change the

volume Ω of the wire. This expression is verified numerically in Appendix D in the

zero temperature limit when the free energy equals to the potential energy. The

corresponding quantity in continuum elasticity theory can be written in terms of an

integral over the volume Ω of the simulation cell,

M = Qzθ =
1

Θ

∫
A

dA

∫ Θ

0

dθ (−y σxθ + x σyθ) (8.29)

=
1

Θ

∫
A

dA

∫ Θ

0

dθ r σθθ =
1

Θ

∫
Ω

σθθ dV

where A is the cross-section area of the continuum body subjected to b-PBC. The

correspondence between Eqs. (8.28) and (8.30) bears a strong resemblance to the

correspondence between Eqs. (8.10) and (8.15). Similar to τ , M also corresponds to

a linear combination of the first moments of the stress field over the simulation cell

volume.

8.4 Numerical Results

In this section, we demonstrate the usefulness of t-PBC and b-PBC described above by

torsion and bending Molecular Dynamics simulations of Si nanowires (NWs) to failure.
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Figure 8.3: Snapshots of Si NWs of two diameters before torsional deformation and
after failure. The failure mechanism depends on its diameter.
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Figure 8.4: Virial torque τ as a function of rotation angle φ between the two ends
of the NWs of two different diameters. Because the two NWs have the same aspect
ratio Lz/D, they have the same maximum strain (on the surface) γmax = φD

2Lz
at the

same twist angle φ.

The interactions between Si atoms are described by the modified-embedded-atom-

method (MEAM) potential [5], which has been found to be more reliable in the study

of the failure Si NWs than several other potential models for Si [54]. We considered

two NWs both oriented along the [111] direction with diameters D = 7.5 nm and

D = 10 nm and the same aspect ratio Lz/D = 2.27. To make sure the NW surface

is well reconstructed, the NWs are annealed by MD simulations at 1000 K for 1 ps

followed by a conjugate gradient relaxation. To save space, we only present simulation

results on initially perfect NWs under torsion and bending deformation at T = 300 K.

The effects of temperature and initial surface defects on the failure behavior of Si NWs

will be presented in a subsequent paper.

8.4.1 Si Nanowire under Torsion

Simulations of Si NWs under torsion can be carried out easily using t-PBC. Before

applying a torsion, we first equilibrate the NWs at the specified temperature and
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zero stress (i.e. zero axial force) by MD simulations under PBC where the NW

length is allowed to elongate to accommodate the thermal strain. Fig. 8.3(a) and (c)

shows the annealed Si NW structures. Subsequently, torsion is applied to the NW

through t-PBC, where the twist angle φ (between two ends of the NW) increases

in steps of 0.02 radian (≈ 1.15◦). For each twist angle, MD simulation under t-

PBC is performed for 2 ps. The Nose-Hoover thermostat is used to maintain the

temperature at T = 300 K using the Stömer-Verlet time integrator [10] with a time

step of 1 fs. The linear momentum Pz and angular momentum Jz are conserved

within 2× 10−10eV · ps · Å−1 and 9× 10−7eV · ps, during the simulation, respectively.

The twist angle continues to increase until the NW fails. If the Virial torque at the

end of the 2 ps simulation is lower than that at the beginning of the simulation, the

MD simulation is continued in 2 ps increments without increasing the twist angle,

until the bending moment increases. The purpose of this approach is to give enough

simulation time to resolve the failure process whenever that occurs. The Virial torque

is computed by time averaging over the last 1 ps of the simulation for each twist angle.

The torque versus twist angle relationship is plotted in Fig. 8.4.

The τ -φ curve is linear for small values of φ and becomes non-linear as φ ap-

proaches the critical value at failure. The torsional stiffness can be obtained from the

torque-twist relationship and its value at small φ can be compared to theory. The

torsional stiffness is defined as

kt ≡ ∂τ

∂φ
(8.30)

In the limit of φ→ 0, the torsional stiffness is estimated to be kt = 5.11× 103 eV for

D = 7.5 nm and kt = 1.25 × 104 eV for D = 10 nm. Strength of Materials predicts

the following relationships for elastically isotropic circular shafts under torsion:

τ =
φ

Lz
GJ , kt =

GJ

Lz
(8.31)

where G is the shear modulus, J = πD4/32 is the polar moment of inertia. We

note that this expression is valid only in the limit of small deformation (φ → 0).

To compare our simulation results against this expression, we need to use the shear

modulus of Si given by the MEAM model (C11 = 163.78 GPa, C12 = 64.53 GPa,
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C44 = 76.47 GPa) on the (111) plane, which is G = 58.57 GPa. The predictions of

the torsional stiffness from Strength of Materials are compared with the estimated

value from MD simulations in Table I. The predictions overestimate the MD results

by 25 ∼ 30%. However, this difference can be easily eliminated by a slight adjustment

(∼ 6%) of the NW diameter D, given that kt ∝ D4. The adjusted diameters D∗ for

the two NWs is approximately 6 Å smaller than the nominal diameters D, which

corresponds to a reduction of the NW radius by 3 Å. This can be easily accounted

for by the inaccuracy in the definition of NW diameter and the possibility of a weak

surface layer on Si NWs [54].

Table I: Comparison of torsional stiffness for Si NW estimated from MD simulations
and that predicted by Strength of Materials (SOM) theory. D∗ is the adjusted NW
diameter that makes the SOM predictions exactly match MD results. The critical
twist angle φc and critical shear strain γc at failure are also listed.

Nominal diameter D kt (MD) kt (SOM) Adjusted diameter D∗ φc γc
7.5 nm 5110 eV 6680 eV 7.0 nm 1.16 (rad) 0.26
10.0 nm 12538 eV 15812 eV 9.4 nm 1.18 (rad) 0.26

The above agreement gives us confidence in the use of Strength of Materials to

describe the behavior of NWs under torsion. Hence, we will use it to extract the

critical strain in both NWs at failure. The maximum strain (engineering strain) in a

cylindrical torsional shaft occurs on its surface,

γmax =
φD

2Lz
(8.32)

Given that the aspect ratio of NWs is kept at Lz/D = 2.27, we have

γmax = 0.22φ (8.33)

for both NWs. The critical twist angle and critical strain at failure for both NWs are

listed in Table I.
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We expect the critical shear strain at failure to be independent of the shaft di-

ameter for large diameters. This seems to hold remarkably well in our NW torsion

simulation. Because the NW under t-PBC has no “ends”, failure can initiate any-

where along the NW. However, different failure mechanism are observed in the two

NWs with different diameters. The thinner NW fails by sliding along a (111) plane,

as seen in Fig. 8.3(b). The thicker NW fails by sliding both along a (111) plane

and along longitudinal planes, creating wedges on the (111) cross section, as seen

in Fig. 8.3(d). The failure mechanism of the thicker NW is also more gradual than

that of the thinner NW. As can be observed in Fig. 8.4, the torque is completely

relieved on the thinner NW when failure occurs, whereas the thicker NW experiences

a sequence of failures. A more detailed analysis on the size dependence of NW failure

modes and their mechanisms will be presented in a subsequent paper.

8.4.2 Si Nanowire under Bending

Simulations of Si NWs can be carried out using b-PBC just as we did for torsion. The

Si NWs are equilibrated in the same way as described in the previous section before we

apply bending through b-PBC. The bending angle Θ (between two ends of the NW)

increases in steps of 0.02 radian (≈ 1.15◦). For each twist angle, MD simulations under

b-PBC were performed for 2 ps. The linear momentum Pz and angular momentum Jz

is conserved to the same level of precision as in the torsion simulations. The bending

angle continues to increase until the NW fails. If the Virial bending moment at the

end of the 2 ps simulation is lower than that at the beginning of the simulation,

the MD simulation is continued in 2 ps increments without increasing the bending

angle, until the bending moment increases. The purpose of this approach is to give

enough simulation time to resolve the failure process whenever that occurs. The Virial

bending moment is computed by a time average over the last 1 ps of the simulation for

each twist angle. The bending moment versus bending angle relationship is plotted

in Fig. 8.5.

The M -Θ curve is linear for small values of Θ and becomes non-linear as Θ ap-

proaches the critical value at failure. The bending stiffness can be computed from
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Figure 8.5: Virial bending moment M as a function of bending angle Θ between the
two ends of the two NWs with different diameters. Because the two NWs have the
same aspect ratio Lz/D, they have the same maximum strain εmax = ΘD

2Lz
at the same

bending angle Θ.

the M -Θ curve and its value at small Θ can be compared to theory. Similar to the

torsional stiffness in the previous section, we define a bending stiffness as

kb ≡ ∂M

∂Θ
(8.34)

In the limit of Θ→ 0 the bending stiffness is estimated to be kb = 8.12× 103 eV for

D = 7.5 nm and kb = 1.96 × 104 eV for D = 10 nm. Strength of Materials predicts

the following relationships for elastically isotropic beam under bending,

M =
Θ

L0

E Iz , kb =
E Iz
L0

(8.35)

where E is the Young’s modulus, Iz = πD4/64 is the moment of inertia of the NW

cross section around z-axis. To compare our simulation results against this expression,

we need to use the Young’s modulus of Si given by the MEAM model along the [111]

direction, which is 181.90 GPa. The predictions of the torsional stiffness from Strength

of Materials are compared with the estimated value from MD simulations in Table II.

The predictions overestimate the MD results by 23 ∼ 25%. But this difference can be

easily eliminated by a slight adjustment (∼ 5%) of the NW diameter D, given that
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kb ∝ D4. The adjusted diameters D∗ for the two NWs is approximately 5 Å smaller

than the nominal diameters D, which corresponds to a reduction of the NW radius by

2.5 Å. It is encouraging to see that the adjusted diameters from torsion simulations

match those for the bending simulations reasonably well.

Table II: Comparison of the bending stiffnesses for Si NWs estimated from MD simu-
lations and that predicted by Strength of Materials (SOM) theory. D∗ is the adjusted
NW diameter that makes SOM predictions exactly match MD results. The critical
bending angle Θf and critical normal strain εf at fracture are also listed.

Nominal diameter D kb (MD) kb (SOM) Adjusted diameter D∗ Θf εf
7.5 nm 8117 eV 10374 eV 7.1 nm 0.96 (rad) 0.21
10.0 nm 19619 eV 24554 eV 9.5 nm 0.76 (rad) 0.17

The above agreement gives us confidence in the use of Strength of Materials theory

to describe the behavior of NW under bending. Hence we will use it to extract the

critical strain experienced by both NWs at the point of fracture. Based on the

Strength of Materials theory, the maximum strain (engineering strain) of a beam in

pure bending occurs at the points furthest away from the bending axis,

εmax =
ΘD

2L0

(8.36)

Since the aspect ratio of NWs is kept at L0/D = 2.27, we have

εmax = 0.22 Θ (8.37)

for both NWs. The critical bending angle and critical normal strain at failure for

both NWs are listed in Table II. The critical strain at fracture is similar to results

obtained from MD simulations of Si NWs under uniaxial tension, εf = 0.18, also

using the MEAM model [54]. The higher critical stress value observed in the thinner

NW in bending is related to the higher stress gradient across its cross section.

Fig. 8.6 shows the atomic structure of the NWs right before and right after frac-

ture. The much larger critical strain observed in the thinner NW is related to the
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Figure 8.6: Snapshots of Si NWs of two diameters under bending deformation before
and after fracture. While metastable hillocks form on the thinner NWs before fracture
(a), this does not happen for the thicker NW (c).

formation of metastable hillocks on the compressible side of the NW, as shown in

Fig. 8.6(a). It seems that the formation of hillocks relieves some bending strain

and allows the thinner NW to deform further without causing fracture. In fact, the

onset of hillock formation in the thinner NW happens at the same rotation angle

(Θ = 0.76 rad) as the angle at which the thicker NW fractures. The detailed mech-

anisms responsible for the size and possible temperature dependence of NW failure

modes in bending will be presented in a subsequent paper.

8.5 Summary

In this chapter we have presented a unified approach to handle torsion and bend-

ing of wires in atomistic simulations by generalizing the Born-von Kármán periodic

boundary conditions to cylindrical coordinates. We provided the expressions for the

torque and bending moments in terms of an average over the entire simulation cell, in

close analogy to the Virial stress expression. Molecular Dynamics simulations under

these new boundary conditions show several failure modes of Silicon nanowires under

torsion and bending, depending on the nanowire diameter. These simulations are

able to probe the intrinsic behavior of nanowires because the artificial end effects are

completely removed.



Chapter 9

Conclusion

The main contributions of this dissertation fall under three broad areas. The first is

the formulation of AVI for particle simulations. A detailed linear stability analysis of

AVI was performed for a two-spring single mass system and it was shown the set of

unstable time steps is dense. However the majority of these instabilities are practically

insignificant as millions of time steps would be required before they are detectable. In

addition we proposed a basic resonance mechanism by which instabilities can appear

in this two-spring system. These stability results were extended to a more realistic

system, a molecular dynamics analog created using a 2-D periodic harmonic lattice.

By also looking at a finite-element analog, we were able to explain why resonant

behavior is observed for AVI in molecular dynamics simulations but not finite-element

simulations. To quell the significant instabilities in molecular dynamics simulations,

we introduced Langevin dynamics as a stochastic thermostat. The formulation of AVI

was extended to work in the Langevin setting and the correctness of this extension

was verified with numerical results.

The second area is the construction of a black-box FMM that is applicable to

non-oscillatory kernels. We showed how a low-rank approximation of the kernel can

be formed by using Chebyshev interpolation. This approximation can be viewed as

a black box since it is independent of the functional form of the kernel. Combining

this with the FMM tree gives rise to a black-box FMM. To accelerate the method, a

technique involving SVD compression was prescribed to expedite the matrix-vector

148
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products that are responsible for the computational bottleneck. In addition it was

shown how the method can be extended to handle periodic systems. Finally numerical

tests were conducted to validate the method.

Finally the third area is the development of torsion and bending PBCs for molec-

ular dynamics simulations of silicon nanowires. In addition expressions for the virial

torque and virial bending moment were derived, which provide a measure of the

amount of torque and bending moment being applied to the nanowire by the tor-

sion and bending PBCs, respectively. Finally through simulations using these PBCs

various failure modes were identified depending on the diameter of the nanowire.



Appendix A

Stability of AVI

A.1 AVI algorithm in the r-RESPA case

The AVI algorithm in the r-RESPA case for three potentials is shown in Algorithm 3.

This algorithm is identical to r-RESPA.

A.2 Harmonic approximation of the lattice poten-

tial

The exact non-linear interaction potential between two masses connected by a spring

is assumed to be given by:

Vs(r1, r2) =
k

2

(√
(x2 − x1)2 + (y2 − y1)2 − L

)2

,

where k is the spring constant, r1 = (x1, y1) is the position of the first mass, r2 =

(x2, y2) is the position of the second, and L is the equilibrium length of the spring. To

derive a harmonic approximation, we first assume small displacements of the masses

in the x and y directions. Then the position ri of each node can be decomposed

into an equilibrium position ei and a displacement di = (ui, vi). Consequently we

define the x-displacement of the spring as ∆u = u2 − u1 and the y-displacement as

150
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Algorithm 3 AVI Algorithm in the r-RESPA case for the case of three potentials

Input: x0, v0, h1, r1, r2, nsteps

Output: (xi, vi), for all i
i = 0
h2 = r1h1

h3 = r2h2

F = −h1∇V1(x0)− h2∇V2(x0)− h3∇V3(x0)
for n = 1 to nsteps do {Outer most loop}

for j = 1 to r2 do {Loop for potential V2}
for k = 1 to r1 do {Loop for potential V1}

for all a do {Half-kick}
vi+1
a = via + 1

2
Fa
ma

end for
xi+1 = xi + h1 v

i+1 {Drift}
F = −h1∇V1(xi+1)
if k == r1 then
F = F − h2∇V2(xi+1)

end if
if j == r2 then
F = F − h3∇V3(xi+1)

end if
for all a do {Half-kick}
vi+1
a = vi+1

a + 1
2
Fa
ma

end for
i = i+ 1

end for
end for

end for
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∆v = v2 − v1. Vs can now be rewritten as a function of ∆u and ∆v:

Vs(∆u,∆v) =
k

2

(√
(∆u+ Lx)2 + (∆v + Ly)2 − L

)2

with Lx = L cos θ and Ly = L sin θ denoting the equilibrium lengths of the spring in

the x and y directions, respectively, and θ representing the angle the spring forms

with the (1,0) direction. To approximate Vs, we find the Taylor expansion of Vs about

(∆u,∆v) = (0, 0). The resulting harmonic potential is

V h
s (∆u,∆v) =

k

2
(∆u cos θ + ∆v sin θ)2.

Now we are ready to compute the stiffness matrix K for the 2-D triangular har-

monic lattice using the harmonic potential V h
s . We start by looking at one row of this

matrix. For a given mass m0 in the lattice, it interacts with six neighboring masses

m1, . . . ,m6. These masses will be labeled in a counter-clockwise manner beginning

with 1 for the mass located in the (1,0) direction. As a result θi = (i − 1)π/6 for

i = 1, . . . , 6. Then the six harmonic potentials are

V1 =
k

2
(u1 − u0)2 V4 =

k

2
(u4 − u0)2

V2 =
k

2

[
1

2
(u2 − u0) +

√
3

2
(v2 − v0)

]2

V5 =
k

2

[
−1

2
(u5 − u0)−

√
3

2
(v5 − v0)

]2

V3 =
k

2

[
−1

2
(u3 − u0) +

√
3

2
(v3 − v0)

]2

V6 =
k

2

[
1

2
(u6 − u0)−

√
3

2
(v6 − v0)

]2

and the corresponding forces on mass m0 due to potential Vi in the x and y directions
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are

F1x = k(u1 − u0) F1y = 0

F2x = k

[
1

4
(u2 − u0) +

√
3

4
(v2 − v0)

]
F2y = k

[√
3

4
(u2 − u0) +

3

4
(v2 − v0)

]

F3x = k

[
1

4
(u3 − u0)−

√
3

4
(v3 − v0)

]
F3y = k

[
−
√

3

4
(u3 − u0) +

3

4
(v3 − v0)

]
F4x = k(u4 − u0) F4y = 0

F5x = k

[
1

4
(u5 − u0) +

√
3

4
(v5 − v0)

]
F5y = k

[√
3

4
(u5 − u0) +

3

4
(v5 − v0)

]

F6x = k

[
1

4
(u6 − u0)−

√
3

4
(v6 − v0)

]
F6y = k

[
−
√

3

4
(u6 − u0) +

3

4
(v6 − v0)

]
.

Using these equations, K can be formed row-by-row.



Appendix B

Torsion and Bending of Silicon

Nanowires

B.1 Continuum Analogue of Virial Torque Expres-

sion

In this appendix, we show that the corresponding expression for the Virial torque

given in Eq. (8.21),

τ =
1

Lz

〈
N−1∑
i=1

N∑
j=i+1

− ∂V

∂(xi − xj)(yi zi − yj zj) +
∂V

∂(yi − yj)(xi zi − xj zj)
〉

is given by Eq. (8.22),

τ = Qzz ≡ 1

Lz

∫
Ω

−y σxz + x σyz dV

The reader is referred to the classical text of [29] for a discussion of a related problem.

To begin, let us consider a continuum body aligned along the xj axis and subjected

to t-PBC as defined in Section 2.2. The two end surfaces of the continuum are planes

perpendicular to the xj axis: a plane S(a,j) on which xj = x
(a)
j , and another plane

S(b,j) on which xj = x
(b)
j , where x

(b)
j = x

(a)
j + L, as shown in Fig. B.1. The surface

154
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normal vectors for both S(a,j) and S(b,j) planes point to the positive xj-axis. The

remaining surface area of the continuum body, Sc, is traction-free. Qij is defined as

the moment around the xi-axis due to the traction forces acting on these surfaces,

which has a surface normal along the xj-axis. Obviously, the Virial torque τ here

should correspond to Qzz because both the wire and the torque are along the z-axis.

Hence our task is to show that Qzz can be written into the form of Eq. (8.22).

xj

normal of S (a,j) normal of S (b,j)

xj(a) xj(b)

Sc

normal of S normal of S

Figure B.1: A continuum body subjected to t-PBC whose surface S consists of three
pieces: −S(a,j), S(b,j) and Sc (see text).

We now derive the general expression for Qij. By definition, we can write Qij as

a surface integral,

Qij ≡
∫
S(a,j)

(x× t)i dS

=

∫
S(a,j)

εikl xk σml nm dS (B.1)

where n is the normal vector of the surface, σml is the stress field, and we have used

the fact that Fl = σml nm. At equilibrium, the moment evaluated at S(a,j) and S(b,j)

must equal each other, i.e.,

Qij =

∫
S(a,j)

εikl xk σml nm dS =

∫
S(b,j)

εikl xk σml nm dS (B.2)

Let us now consider the piece of continuum that is enclosed by the two cross sections,

S(a,j) and S(b,j). Let S be the surface area of this continuum that consists of three

parts, −S(a,j), S(b,j) and Sc, as shown in Fig. B.1. In other words, the local outward
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surface normal for S is parallel to the normal vector of S(b,j) but is anti-parallel to

the normal vector of S(a,j). We can show that Qij can be written as an integral over

the entire surface S,

Qij =
1

x
(b)
j − x(a)

j

∮
S

εikl xk xj σml nm dS (B.3)

Notice that the extra term xj in Eq. (B.3) takes two different constant values on

the two surfaces S(b,j) and S(a,j). To show that Eq. (B.3) is equivalent to Eq. (B.2),

we used the fact that xj = x
(a)
j on S(a,j), xj = x

(b)
j on S(b,j) and Sc is traction-free.

Therefore,

1

x
(b)
j − x(a)

j

∮
S

εikl xk xj σml nm dS

=
1

x
(b)
j − x(a)

j

[
x

(b)
j

∫
S(b,j)

εikl xk σml nm dS − x(a)
j

∫
S(a,j)

εikl xk σml nm dS

]
=

∫
S(b,j)

εikl xk σml nm dS (B.4)

Now that Eq. (B.3) expresses Qij as an integral over a closed surface, we apply Gauss’s

Theorem and obtain,

Qij =
1

x
(b)
j − x(a)

j

∫
Ω

(εikl xk xj σml),m dV

=
1

x
(b)
j − x(a)

j

∫
Ω

εikl (xk xj),m σml + εikl xk xj σml,m dV (B.5)

Given xk,l = δkl, and the equilibrium condition σml,l = 0, we have

Qij =
1

x
(b)
j − x(a)

j

∫
Ω

εikl (δkm xj + xk δjm)σml dV

=
1

x
(b)
j − x(a)

j

∫
Ω

εikl xj σkl + εikl xk σjl dV (B.6)
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Due to the symmetry of the stress tensor, εikl σkl = 0. Hence

Qij =
1

x
(b)
j − x(a)

j

∫
Ω

εikl xk σjl dV (B.7)

In the special case of xi = z and xj = z, we have

T = Qzz =
1

Lz

∫
Ω

x σyz − y σxz dV (B.8)

We mention in passing that, for a straight rod aligned along the x-axis, the bending

moment around the z-axis exerted at its ends can be expressed as,

M = Qzx =
1

Lx

∫
Ω

x σyx − y σxx dV (B.9)

This expression is useful only when the rod is infinitely long and periodic along the

x-axis. However, an initially straight rod subject to finite bending moment will be

come curved (and violates PBC), so that the above equation can no longer be used.

In this case, we need to express the bending moment and the tensor Q in cylindrical

coordinates (b-PBC) as in the next section.

B.2 Continuum Analogue of Virial Bending Ex-

pression

In this appendix, we show that the corresponding expression for Virial bending mo-

ment given in Eq. (8.28),

M = 1
Θ

〈∑N−1
i=1

∑N
j=i+1 − ∂V

∂(xi − xj)(yi θi − yj θj + ρ cos θi − ρ cos θj)

+
∂V

∂(yi − yj)(xi θi − xj θj − ρ sin θi + ρ sin θj)

〉
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is given by Eq. (8.30),

M = Qzθ =
1

Θ

∫
A

dA

∫ Θ

0

dθ (−y σxθ + x σyθ)

=
1

Θ

∫
A

dA

∫ Θ

0

dθ r σθθ =
1

Θ

∫
Ω

σθθ dV

The constructions in the previous section can be generalized to bending by using

cylindrical coordinates to show this.

normal of 
S (a,q)

normal of 
S (b,q)

normal of S normal of S

Sc

q

sqq

Figure B.2: A continuum body subjected to b-PBC whose surface S consists of three
pieces: −S(a,θ), S(b,θ) and Sc (see text).

Consider a continuum body aligned along the θ axis and subjected to b-PBC as

defined in Section 2.3. The two end surfaces of the continuum are planes perpendicular

to the θ axis: plane S(a,θ) on which θ = θa, and another plane S(b,θ) on which θ = θb,

where θb = θa + Θ, as shown in Fig. B.2. The normal vectors of both planes are in

the positive θ direction. The remaining surface area of the continuum body, Sc, is

traction-free. To simplify some of the notations, the cross section of the continuum

body is assumed to be rectangular. The main conclusion in this section remains valid

for a circular cross section. Qzθ is the bending moment (around z) due to the traction

on the half plane S(a,θ) is,

Qzθ =

∫
S(a,θ)

(x× t)z dS

=

∫
S(a,θ)

(−y σxk + x σyk)nk dS (B.10)

At equilibrium, the bending moment evaluated at half-plane S(a,θ) and S(b,θ) must
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be equal because the total moment on the continuum contained inside the wedge

between the two half-planes should be zero. Therefore,

Qzθ =

∫
S(a,θ)

(−y σxk + x σyk)nk dS =

∫
S(b,θ)

(−y σxk + x σyk)nk dS (B.11)

Now consider the continuum contained between the two half-planes S(a,θ) and

S(b,θ). The total surface area of this continuum is S, which consists of −S(a,θ), S(b,θ)

and Sc (traction free), as shown in Fig. B.2. Similar to the previous section, we can

show that

Qzθ =
1

θb − θa

∮
S

(−y σxk + x σyk) θ nk dS (B.12)

Notice the extra term θ in the integrand, which takes different values on the two

surfaces S(b,θ) and S(a,θ). Applying Gauss’s Theorem, we obtain

Qzθ =
1

Θ

∫
Ω

(−y θ σxk + x θ σyk),k dV

=
1

Θ

∫
Ω

−(y θ),k σxk + (x θ),k σyk dV

=
1

Θ

∫
Ω

−y θ,k σxk + x θ,k σyk dV (B.13)

Since ∂θ/∂x = −y/r2 and ∂θ/∂y = x/r2 we have

Qzθ =
1

Θ

∫
Ω

(sin2 θ σxx + cos2 θ σyy − 2 sin θ cos θ σxy) dV =
1

Θ

∫
Ω

σθθ dV(B.14)

Because the final expression, Eq. (B.14), may look counter-intuitive, in the follow-

ing we will clarify its meaning using an alternative derivation. Indeed, since the wire

is not subjected to a net tensile force, we expect the integral of σθθ over any cross

section perpendicular to the θ axis to be zero. Hence one might expect the volume

integral of σθθ to be zero as well — but this is not the case.

Assume the cross section area of the continuum body (beam) to be a rectangle

with height h and width w, i.e. r ∈ [ρ − h/2, ρ + h/2] and z ∈ [−w/2, w/2]. r = ρ
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marks the neutral axis of the beam. Define ξ ≡ r − ρ. The bending moment on any

cross section perpendicular to the θ-axis can be expressed as

M =

∫ h/2

−h/2
dξ

∫ w/2

−w/2
dz ξ σθθ (B.15)

Since the net tensile force on any cross section should be zero, we have∫ h/2

−h/2
dξ

∫ w/2

−w/2
dz σθθ = 0 (B.16)

Hence we can re-write M as,

M =

∫ h/2

−h/2
dξ

∫ w/2

−w/2
dz (ξ + ρ)σθθ

=

∫ ρ+h/2

ρ−h/2
dr

∫ w/2

−w/2
dz r σθθ (B.17)

At mechanical equilibrium, the value of M does not depend on the cross section on

which it is calculated. Hence we can also express M as an average over all possible

cross sections,

M =
1

Θ

∫ ρ+h/2

ρ−h/2
dr

∫ w/2

−w/2
dz

∫ Θ

0

dθ r σθθ =
1

Θ

∫
A

dA

∫ Θ

0

dθ r σθθ =
1

Θ

∫
Ω

dV σθθ(B.18)

B.3 Numerical Verification of the Virial Torque

Formula

In this appendix, we provide numerical verification for the Virial torque expression,

Eq. (8.21), in the limit of zero temperature. Because the free energy is the same as

the potential energy at zero temperature, what this test really verifies is Eq. (8.20)

for the derivative of potential energy with respect to twist angle φ.

In this test case, we examine a small Si NW described by the Stillinger-Weber
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(SW) potential [85]. This is different from the MEAM model we used in the MD sim-

ulations presented in Section 4. The reason to use the SW model here is its simplicity

since we foresee that some readers may be interested in implementing t-PBC and

b-PBC into their own simulation programs. While MD simulations under t-PBC and

b-PBC require very little change to the existing programs, the calculation of the Virial

torque and bending moment requires modification to the subroutine that computes

the Virial stress, which is usually the same subroutine that computes the potential

energy and forces on each atom. The modification is simple for simple models such as

SW, Lennard-Jones [1], or embedded-atom-method (EAM) [23] potentials, but gets

quite complicated for the MEAM model. The test case here provides a benchmark for

potential readers who are interested enough to implement the Virial torque expression

in the SW model.

We did not use the SW model for MD simulations of Si NW in Section 4 for the

following reasons. First, the elastic constants of SW model do not agree well with

experimental values. The agreement is worse for the shear modulus than for the

Young’s modulus. Because the elastic response of a wire under torsion is dictated

by its shear modulus, the SW model predicts a very different torque-angle curve

from what we would expect from an experiment (and from the predictions of MEAM

potential). Second, the SW model (along with many other models) is known to predict

an artificially ductile behavior for Si in MD simulations. In comparison, the MEAM

model predicts the correct brittle behavior at low temperatures [54]. Nonetheless,

the SW model suffices to provide a simple test case to check the self-consistency of

Eq. (8.20).

We prepared a NW along the [110] orientation with diameter D = 3.2 nm and

length Lz = 13.8 nm. The NW was annealed by MD simulation at 1000 K for 1 ps

followed by conjugate gradient relaxation to a local energy minimum. After that, we

applied a torsion by rotating the two ends of the NW with respect to each other in

steps of ∆φ = 0.02 radian. The atoms were relaxed to their minimum energy positions

by conjugate gradient at each twist angle. Next, we took the relaxed configuration for

φ = 0.1 and recorded the Virial torque value as τ0 = 15.008629791 eV. We then added

an additional twist ±∆φ to it and computed the new potential energy V± (without
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relaxation). The Virial torque can be estimated from the numerical derivative of the

potential energy,

τnum =
V+ − V−

2∆φ
(B.19)

The values for τnum and the differences from τ0 for different values of ∆φ are listed

below.
∆φ τnum(eV) τnum − τ0(eV)

10−1 15.0081445307 4.85× 10−4

10−2 15.0086250291 4.76× 10−6

10−3 15.0086297599 3.11× 10−8

(B.20)

The numerical differentiation converges to the Virial torque formula at the speed of

O(∆φ)2, as it should. This confirms Eq. (8.20).

B.4 Numerical Verification of the Virial Bending

Moment Formula

In this appendix, we provide numerical verification for the Virial bending moment

expression, Eq. (8.28), in the limit of zero temperature. Because the free energy is

the same as the potential energy at zero temperature, what this test really verifies is

Eq. (8.27) for the derivative of potential energy with respect to bending angle Θ. We

also used the SW potential for Si here for simplicity.

The NW was created, equilibrated, and relaxed in the same way as described in the

previous section. After that we applied bending by rotating the two ends of the NW

with respect to each other in steps of ∆Θ = 0.02 radian. The atoms were relaxed

to their minimum energy positions by conjugate gradient at each value of Θ. We

took the relaxed configuration for Θ = 0.1 and recorded the Virial bending moment

as M0 = 30.57105749653973 eV. We then added an additional twist of ±∆Θ to it

and computed the new potential energy V± (without relaxation). The Virial bending

moment can then be estimated from the numerical derivative of the potential energy,

Mnum =
V+ − V−

2∆Θ
(B.21)
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The values for Mnum and the differences from M0 for different values of ∆Θ are listed

below.
∆Θ Mnum(eV) Mnum −M0(eV)

5× 10−2 30.566664661 4.39× 10−3

5× 10−3 30.571013585 4.39× 10−5

5× 10−4 30.571056959 5.38× 10−7

(B.22)

The numerical differentiation converges to the Virial bending moment expression at

the speed of O(∆Θ)2, as it should. This confirms Eq. (8.28).
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